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The ASME JOURNAL OF HEAT TRANSFER, along with all major journals, is facing a future of uncertainty. How will publication 
be done in a world of open electronic communication? Will archival journals survive when immediate dissemination of research 
results can be carried out through web-based publication? Have the technical journals become relics? Will CDs become the media 
of choice for future journal publication? 

No one can answer these and similar questions with certainty. The ASME JOURNAL OF HEAT TRANSFER continues to see, and 
will continue to see, its mission as providing an archival source of carefully reviewed technical information on research and 
applications in the field of heat transfer. To maintain this role we will continue to seek reviewers who will provide timely, careful, 
and frank reviews of work submitted to the journal. We will always have some delay between submission and publication of 
papers considered by the journal; this is the inevitable price that the community pays to insure that work that is published has 
passed careful scrutiny. Because I believe that the heat transfer community prizes care and diligence over immediacy, I believe 
that unreviewed web-based publication will not compete with archival journals in the long run. 

We have, however, considered many avenues to speed transfer of information that is of interest to our readers. For example, 
the journal web page http://hawkeye.me.utexas.edu:80/~heatran now publishes the table of contents for upcoming issues as soon 
as they are prepared. This is usually about two months before the hard copy issue is mailed. If copyright problems and other 
details can be worked out, we will also publish abstracts of upcoming papers as they are accepted. 

The integrity and viability of any archival journal is based on the competence and care of its reviewers. The heat transfer 
community is broad and deep, and most reviewers respond to requests for a review with a good deal of care. I would like to 
thank all of those who have reviewed for us over the period of the journal's existence. The reviewers for 1996 are listed elsewhere 
in this issue, as are last year's winners of the Outstanding Reviewer award, chosen by the associate editors of the journal based 
on the quality and frequency of their reviews. 

Despite the good response by most reviewers, journal associate editors continue to note that the most difficult aspect of their 
job is obtaining timely and complete reviews. We recognize that reviews of technical papers are time consuming. The journal 
staff tracks the number of papers sent to individual reviewers, and this information is sent to the associate editors so that individual 
reviewers are not overloaded. However, some reviewers respond only after repeated requests by the associate editors, or do not 
respond at all. This may greatly delay publication, frustrating authors and associate editors (and yours truly). If you are requested 
to review a paper and find that it is outside of your area or you cannot review it in a timely way, then it would speed the process 
if you will simply return the review package to the associate editor at once so that another reviewer can be assigned. 

Some authors of journal papers do not respond at all to requests for reviews of papers submitted to the journal by others. We 
require three complete reviews for every paper submitted to the journal, and so to maintain a viable review process, a journal 
author can expect to receive an average of three requests for review for each paper that you submit (whether to JHT or other 
archival journals). This should be viewed as a minimum commitment to the heat transfer community, which has provided this 
level of review to previously submitted papers. By not honoring this commitment, a heavier burden is placed on colleagues and 
the review process is degraded. 

Again, I want to thank all of those who have contributed to the ongoing success of the ASME JOURNAL OF HEAT TRANSFER 
through submission and review of quality archival papers. 

Jack Howell, Technical Editor 
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1995 Max Jakob Memorial Award Lecture 

A. E. Bergles 
Heat Transfer Laboratory 

Rensselaer Polytechnic Institute 
Troy, NY 12180-3590 

bergla@rpi.edu 
Hon. Mem. 

Heat Transfer Enhancement— 
The Encouragement and 
Accommodation of High Heat 
Fluxes 
This review considers the many techniques that have been developed to enhance 
convective heat transfer. After introducing the techniques, the applications to most 
of the modes of heat transfer (single-phase forced convection, including compound 
techniques, pool boiling, convective boiling/evaporation, vapor-space condensation, 
and convective condensation) are described. Comments are offered regarding com­
mercial introduction of this technology and the generations of heat transfer technol­
ogy; advanced enhancement represents third-generation heat transfer technology. 

Introduction 
It is an honor and a privilege to join the many distinguished 

recipients of the Jakob Award, starting with the still-active Prof. 
Ernst Eckert who received the first Award in 1961. In addition, 
I am pleased to represent the many colleagues and students who 
have made it possible for me to contribute to enhanced heat 
transfer throughout much of my career. 

I am fully aware that the Max Jakob Award has become the 
premier international award in heat transfer. This is appropriate, 
because Jakob (Fig. 1) was a towering figure in heat transfer 
research during the formative first half of this century (in heat 
transfer terms). His daughter summed it up well, "My father's 
involvement in his work was extraordinarily intense and con­
sumed a tremendous amount of time, but he managed to enjoy 
much else . . . " (E. Jakob, 1988). Max Jakob has left a legacy 
of good heat transfer work that inspires us today, as well as great 
human qualities that are equally admirable. I was privileged to 
follow him as a student in the same institute at the Munich 
Technische Hochschule only 55 years later. Historically, it is 
appropriate to single out Jakob's paper of 1931 as presaging 
much of the current work on enhanced heat transfer. Jakob and 
Fritz (1931) presented data for nucleate boiling of water on a 
scored copper surface. As shown in Fig. 2, the boiling curves, 
recast in contemporary heat flux wall superheat, log-log coordi­
nates, demonstrate an initial enhancement (boiling curve shifted 
to the left), but with time, the performance is diminished. This 
work was brought to the attention of the U S heat transfer 
community during Jakob's 1936 lecture tour (Jakob, 1936), an 
auspicous event of which we can celebrate the 60th anniversary 
this year. This characteristic of "conventionally roughened" 
surfaces, apparently due to outgassing of the nucleation sites, 
led to the search for stable pool boiling surfaces. This effort 
has been especially active during the past several decades. 

The goals of enhanced heat transfer can be stated as the desire 
to encourage or accommodate high heat fluxes. Reference to 
Fig. 3 indicates that the heat flux can be increased by elevating 
the heat transfer coefficient for fixed temperature difference, for 
either constant heat transfer rate or constant area (two-fluid heat 
exchangers). Alternatively, enhancement permits the accom-

Contributed by the Heat Transfer Division for publication in the Journal of 
Heat Transfer. Manuscript received by the Heat Transfer Division August 14, 
1996; revision received August 14, 1996; Keywords; Augmentation & Enhance­
ment, Forced Convection, Heat Exchangers. Technical Editor: J. R. Howell. 

modation of high heat fluxes at a moderate temperature differ­
ence (systems with fixed heat generation). Another possibility 
for a two-fluid heat exchanger, is to use enhancement to reduce 
the temperature difference for a fixed heat flux. This reduces 
the entropy generation (Bejan, 1995), and increases the second-
law efficiency. 

The classification, listed in Table 1, of enhancement tech­
niques has been suggested (Webb and Bergles, 1983). 

The passive techniques do not require direct application of 
external power, whereas the active techniques require an exter­
nal activator/power supply to bring about the enhancement. 
Two or more of the above techniques may be utilized simultane­
ously to produce an enhancement that is larger than the tech­
niques operating separately. This is termed compound enhance­
ment. A representative study is listed in Table 2 for each of the 
techniques. 

A description of these techniques can be found in Bergles 
(1985, 1988). With 14 enhancement techniques (plus com­
pound enhancement) and 6 modes of convection heat transfer 
(single-phase, boiling, and condensing—natural or forced 
flow), it is clear that there are a lot of opportunities for research 
in this field. 

Figure 4 presents the results of the most recent bibliographic 
survey (Bergles et al., 1995), which indicates that the accumu­
lated literature is extensive, and that the main publication has 
occurred since about 1955, when Jakob died. In fact, the final 
(posthumous) edition of Jakob's first textbook (Jakob and 
Hawkins, 1957) contains no mention of heat transfer enhance­
ment. 

It will be noticed that Swirl Flow Devices in Table 2 contains 
an old paper, in fact, the first major paper on heat transfer 
enhancement, by Joule, 135 years ago. The point here is that 
old literature may be very relevant to the current practice of 
enhanced heat transfer. In this field, especially, one should con­
sider the past, or, in Santayana's words, "Those who cannot 
remember the past are condemned to repeat it." 

This suggestion not withstanding, it is becoming very difficult 
for those entering the field of enhanced heat transfer to become 
familiar with the accumulated experience. Max Jakob himself 
offers the appropriate words for the information explosion, on 
a different thermal subject, "I studied the colossal amount of 
material for at least a week and just got crushed by the weight" 
(E. Jakob, 1988). 
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Fig. 1 Max Jakob, 1879-1955 

A comment is in order regarding the apparent decline of 
literature generation in recent years. This is an illusion that is 
due simply to the delay in cataloging recent literature. The rate 
of literature generation has not decreased, but it has probably 
stabilized at about 400 papers and reports per year. The S-

shaped curve of literature generation is indicative of the matu­
rity of the field (Bergles, 1996). 

Since it is clear that there is an overwhelming bibliography 
in the field, it is necessary to limit this discussion to a few 
developments, particularly those that have happened recently, 
and trends. This selectivity means that thousands of good papers 
are not referred to, and an apology is extended for not being 
able to be comprehensive. Basically, I will pick on subjects that 
I hope are interesting. 

Developments in Single-Phase Enhancement 

The enhancement of single-phase flow is important because 
that flow usually represents the dominant thermal resistance in 
a two-fluid heat exchanger, especially if it is a gas (as compared 
to a liquid). Interrupted fins are generally used to enhance gas 
flows; the idea is to elevate the heat transfer coefficient on the 
extended surface. The heat transfer and flow friction characteris­
tics of louvered fins have recently been determined. Offset strip 
fins (Fig. 5(a)) are also popular for plate-fin heat exchangers. 

The following correlations are recommended for calculating the 
j and /characteristics for gas flows (Manglik and Bergles, 1995): 

j h = 0 . 6 5 2 2 Re-°5403a-ai541 ( 50.,499 r-0.0678 

X [1 + 5 .269 X 10 " ^ R e1.340 a0.304ga456 r-1.0M ]0.1 ( 1 ) 

/;, = 9.6243 ReA-°™2a-0 '8 5^°-3<>5V0 '2 6 5 ' J 

x [1 + 7.669 X 1 0 " Re; 4.429 _ 0.920 c 3.7f>7„0.236 n 0.1 y j .2^0.1 ( 2 ) 

where j h , and fh, and Re;, are based on the hydraulic diameter 
given by 

D,, = 4shU[2(sl + hi + th) + ts]. 

These equations are based on experimental data for 18 different 
offset strip fin geometries, and they represent the data continu­
ously in the laminar, transition, and turbulent flow regions, as 
shown in Fig. 5(b). The development of accurate power-law 
correlations for a variety of enhancement configurations is pos­
sible when large data bases are available. 

Nomenclature 

A = heat transfer surface area, n r 
b — transverse dimension of vortex 

generator, m 
c = constant pressure specific heat, J/ 

kg K; longitudinal dimension of 
vortex generator, m 

D, d = inner diameter of channel, m 
Dh = hydraulic diameter, m 
E = enhancement ratio hjhs, -; elec­

tric field strength, V/m 
/ = Fanning friction factor, -
fF = forced oscillating frequency, s~' 
G = mass flux, kg/m2 

g = gravitational acceleration, 9.8 m/ 
s2 

h = heat transfer coefficient, W/ 
m2K; strip fin height, m; channel 
half height, m 

; = N u / R e P r " 3 

k = thermal conductivity, W/mK 
L = channel length, m 
/ = length of strip-fin element, m 

Nu = Nusselt number, hD/k, -
n = viscosity ratio exponent 
P = pressure, Pa 

Pr = Prandtl number, cfi/k, -

ATS1„ 

q = heat transfer, W 
q" = heat flux, qIA, W / m 2 or 

Btu/hr ft2 

Ra = Rayleigh number, 
g/3&TD3cp/vk, -

Re = Reynolds number, GDI p,, -
j = lateral spacing of strip fins, 

m 
Sw = swirl flow parameter, 

Re / /y , -
t = fin thickness at base, m; 

time, s; thickness of offset 
strip fin, m 

7" = temperature 
AT,, = wall superheat, Tw-Tm, "C 

orK 
U = overall heat transfer coef­

ficient, W/m2K 
Uc = equivalent flat channel cen-

terline velocity, m/s 
V = average flow velocity, m/s 
y = tube diameters per 180° 

tape twist, -
a = aspect ratio for offset strip 

fins, slh, -

j3 = bulk modulus of expansion, A^1 

y = ratio tls, -
6 = ratio t/f, -; thickness of twisted 

tape, m 
A = aspect ratio of vortex generator 

(Fig. 7) 
fj, = dynamic viscosity, Ns/m2 

v = kinematic viscosity, m2/s 
p = density, kg/m3 

Q.F — dimensionless frequency, fFhl Uc 

j] — ratio of forcing velocity to main 
velocity 

Subscripts 
a = augmented or enhanced 

ax = based on axial velocity in actual 
cross section 

b,f= based on fluid temperature 
h = based on hydraulic diameter 
s = straight or plain; based on surface 

temperature, shell 
sat = saturation condition 
w = denotes wall condition 

t = tubeside 
oo = refers to fully developed 

condition 
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Fig. 2 Boiling curves for surfaces with various surface treatments and 
operating history (Jakob and Fritz, 1931) 

A novel "aspirating" heat exchanger (Fujii et al., 1989) is 
shown in Fig. 6(a). Here, there is parallel flow or counter flow. 
The fluids are in either parallel flow or counter flow. The flow 
in a narrower portion of the channel has a higher velocity and 
a lower pressure than the flow in the plain channel. The opposite 
is true in the adjacent channel. Then, when the walls are perfora­
ted, there will then be an enhancing cross-flow of fluid. This 
disturbs the axial flow, elevating the heat transfer coefficient, 
as shown in Fig. 6(b). It is, of course, not easy to arrange the 
headers so that the necessary co-current or counter-current flow 
is present in adjacent channels. 

A particularly significant development is the use of vortex 
generators in plate-fin, tube-and-plate fin, or finned-tube heat 

Table 1 Classification of Enhancement Techniques 

Passive Techniques 
Treated surfaces 
Rough surfaces 
Extended surfaces 
Displaced enhancement devices 
Swirl flow devices 
Coiled tubes 
Surface tension devices 
Additives for fluids 

Active Techniques 
Mechanical aids 
Surface vibration 
Fluid vibration 
Electrostatic fields 
Suction or injection 
Jet impingement 

Compound Enhancement 
Rough surface with a twisted-tape swirl flow device, for example 

— = h ( T s u r l a c o - T f | u i d ) 

q 
j£ = U (Thot fluid " Tcold fluid) 

By increasing h (or U) we 

Encourage High Heat Fluxes 

or 

Accommodate High Heat Fluxes 

q = A h ( T s 

T - T — 
q = Ah (Ts 

- it — 

Tf) 

Tf) 

Encourage Low Temperature 
Differences 

q = Ah (Ts - T f) 
1 4 

Fig. 3 The goals of heat transfer enhancement as related to the encour­
agement and accommodation of high heat fluxes 

exchangers. See Jacobi and Shah (1995) and Fiebig (1996) for 
recent summaries of this technique. The generators shown in 
Fig. 7(a) can be incorporated into heat transfer surfaces by 
punching, stamping, or embossing. They fall into the category 
of longitudinal three-dimensional vortex generators, as charac­
terized by Fiebig (1996). The vortices disturb the flow and 
elevate the heat transfer coefficient, as shown in Fig. 7(b). Of 
course, the pressure drop is also increased for this case by about 
the same amount. With proper spacing of the vortex generators 
the entire heat transfer surface can be influenced. A recent paper 
that deals with the application of vortex generators to refrigerant 
coils is given by Gentry et al. (1996). 

A variety of new studies of in-tube enhancement have ap­
peared. Consider the classical twisted-tape insert in a uniform 
temperature tube. Although most of the available data and corre­
lations are for electrically heated tubes (constant heat flux) that 
are so convenient for laboratory studies, uniform wall tempera­
ture is the more appropriate boundary condition for shell-and-
tube-heat exchangers. 

The data for UWT were sparse, so we built a loop to study a 
wide range of internal and external flows for plain and enhanced 
tubes. The new data make possible a much better fully devel­
oped swirl flow correlation utilizing a new dimensionless pa­
rameter, Sw = Resw/yy:. There is a strong evidence that there 
is an influence of free convection (horizontal tube) at low Reyn­
olds number and low Sw. The final laminar flow design equation 
is involved because of this Rayleigh number effect, but the 
following equation correlates the data well (Manglik and Berg-
les, 1993a): 

Nu,„ = 4.612({(1 + 0.0951Gza894)2S + 6.413 

X lCT9(SwPr a 3 9 1)3 8 3 5}2 0 + 2.132 

X 10- |4(Re,„-Ra)2-23) 2.23 \ 0.1 (3) 
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Table 2 Representative Developments in Enhancement Techniques 

Treated Surfaces 
Rough Surfaces 

Extended Surfaces 

Displaced Enhancement Devices 

Swirl Flow Devices 

Coiled Tubes 

Surface Tension Devices 

Additives for Fluids 

Mechanical Aids 

Surface Vibration 

Fluid Vibration 

Electrostatic Field 

Injection or Suction 

Jet Impingement 

Compound Technique 

Painted surfaces to enhance pool boiling of "electronic liquids" O'Connor and You [1995] 
Numerical simulation of turbulent flow in rib-roughened channels. 
Ciofalo and Collins [1989] 
Evaporation and condensation of an alternate refrigerant and oil in a microfin-tube. 
Eckels et al. [1994 a,b] 
Winglet vortex generators applied to airflow in a tube-and-plate fin array. 
Fiebig and Sanchez [1992] 
Wires inserted in an annulus to cause spiralling flow of water. 
Joule [1861] 
Numerical investigation of flow in square ducts, helically formed. 
Eason et al. [1994] 
Pool boiling of a refrigerant with beads on the surface. 
Fukusako et al. [1991] 
Small addition of alcohol to water increase the critical heat flux above that of pure water. 
McGillis and Carey [1996] 
Surface scraping used to improve heat transfer in food sterilization. 
Lee and Singh [1990] 
Transverse vibration of a plate in forced flow to increase laminar heat transfer. 
Soria and Norton [1991] 
Enhancement of melting and solidification by application of ultrasound. 
Hong [1993] 
Corona discharge enhancement of heat transfer to air flowing in a tube. 
Ohadi et al. [1991] 
Injection and suction enhancement of free convection heat transfer to air in natural convection over a 

vertical plate. 
Inagaki and Komori [1993] 
Cooling of a moving hot plate with a water jet. 
Chen et al. [1991] 
Air jet impingement on rib-roughened walls. 
Gau and Lee [1992] 
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Fig. 5 (a) Geometry of the offset strip fin; (to) comparison of the predic­
tions with data from Kays and London (1984), (Manglik and Bergles, 
1995). 

A turbulent flow correlation is also available (Manglik and 
Bergles, 1993b). 

The challenge is how to get a "universal" correlation that 
encompasses both laminar and turbulent flow. Because of the 
complex laminar behavior, it is difficult to develop an equation 
that can go through the transition region. For convenience, we 
propose a graphical correlation where the laminar and turbulent 
behavior are simply connected by a straight line (Fig. 8). The 
basic swirl effect accounts for several hundred percent increase 
in average heat transfer coefficient in laminar flow; variable 
properties, radial temperature gradient and free convection (in 
the practical range of Re and Ra), are more like 10-percent 
effects. 

The grooving of rectangular channels (Fig. 9(a)) might be 
considered to exploit instabilities, e.g., Greiner (1991), excited 
by oscillation of the main stream. In terms of Table 1, this is 
a variation of fluid vibration. The oscillation can be created 
by flow pulsation or transverse inserts that generate oscillating 
vortices. As noted by Fiebig (1996), the grooves are transverse, 
two-dimensional vortex generators. At resonance, the fluid in 
the grooves is periodically ejected, causing a substantial heat 
transfer enhancement for the entire surface. 

Typical numerical data are shown in Fig. 9(b) and (c). The 
numerical predictions are compared with experimental data (for 
somewhat different geometrical characteristics); a sharply 
peaked enhancement is observed near the frequency of the natu­
ral or most unstable mode of the flow. Hydrodynamic resonance 
enhances the channel mixing and more than doubles the heat 
transfer coefficient. Much progress has been made in predicting 
this behavior through numerical simulation, e.g., Amon (1993). 
In general, it appears that this technique is best suited for low 
velocity laminar flows. 

Under swirl-flow, in-tube enhancement, Fig. 10 depicts an 
insert that rotates under the action of the flowing gas (Yeh, 
1989). While the hardware to accomplish this is rather involved, 
large improvements in heat transfer can be expected in the low-
flow-velocity range. 

Electrohydrodynamic (EHD) enhancement of heat transfer 
has been experiencing a resurgence, with major activities in 
England, Japan, and the U.S. The idea is to put electrodes in 
dielectric flow streams (gases or dielectric liquids) and create 
a high voltage ([0] 10,000 v) between the main flow and the 
heat transfer surface. Electrophoretic or dielectrophoretic forces 
then create secondary flows which enhance the heat transfer, 
particularly for low-velocity main flows. A typical gas-gas heat 
exchanger rigged for EHD, on both the tube side and the shell 
side, is shown in Fig. 11(a); Fig. 11(b) shows that substantial 
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Fig. 6 (a) Plate-fin heat exchanger enhanced with breathing effect; (to) 
heat transfer characteristics of aspirating heat transfer surface (Fujii et 
al., 1989). 
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Fig. 7 (a) Longitudinal vortex generators with geometrical definitions; 
(o) heat transfer enhancement as a function of aspect ratio for a = 30° 
and Re = 1815 (single delta winglet, area downstream of vortex genera­
tor, Jacobi and Shah, 1995). 

improvements in the overall heat transfer coefficient are possi­
ble. The power expenditure of the electrostatic generator is 
small, typically only several percent of the pumping power. 

EHD has not yet been adopted commercially, largely because 
of concerns about installing the electrodes and using very high 
voltages during heat exchanger operation. It has a potential 
drawback, common to all active techniques, in that an extra 
system is required (in this case, the electrostatic generator); 
failure of that system means the enhancement is not obtained. 

Compound Enhancement in Single-Phase Flow 
Compound techniques are a slowly emerging area of en­

hancement that holds promise for practical applications since 
heat transfer coefficients can usually be increased above each 
of the several techniques acting alone. Some examples that have 
been studied are as follows: (1) rough tube wall with twisted-
tape inserts, (2) rough cylinder with acoustic vibrations, (3) jet 
impingement on rough surfaces, (4) internally finned tube with 
twisted-tape insert, (5) finned tubes in fluidized beds, (6) exter­
nally finned tubes subjected to vibrations, (7) rib-roughened 
passage being rotated, (8) gas-solid suspension with an electri­
cal field, (9) fluidized bed with pulsations of air, and (10) a 
rib-roughened channel with longitudinal vortex generation. 

Enhancement of Boiling Heat Transfer 

A great variety of surfaces have been studied in the laboratory 
to determine their potential to improve pool or shellside boiling. 
Some of these surfaces are shown in Fig. 12. They all work by 
having thin-film vaporization internally and bubbling through 

the openings to the pool. Nucleation must occur somewhere on 
the interior surface, and there must be an effective vapor-liquid 
exchange to continually supply liquid for vaporization. The pro­
cess is fundamentally different from normal nucleate boiling 
from surface cavities. As mentioned earlier, the development 
of these surfaces was very much inspired by the early studies 
of Jakob and Fritz (1931). Patent protection is routinely sought 
for these surfaces because of the potential commercial benefits, 
particularly for the petrochemical and heating, ventilating, and 
air-conditioning (HVAC) industries. To give an idea as to the 
typical enhancement that can be achieved with these surfaces, 
refer to the data shown in Fig. 13. 

It should be noted that many of these surfaces still have a 
large temperature overshoot/thermal excursion at the initiation 
of boiling with highly wetting liquids. The high temperature or 
heat flux required to initiate boiling can be a drawback, but 
there are systems that routinely have such a condition at start­
up (e.g., air-conditioning evaporators). In any case, efforts have 
been made to develop surfaces that will both enhance the heat 
transfer and mitigate the thermal hysteresis. This includes a 
paint-type coating (O'Connor and You, 1995), carbon-fiber-
matrix material (Wang et al., 1996), and bubbling—an active 
enhancement technique (Bergles and Kim, 1988). 

It must be recognized that boiling (and condensing) are very 
efficient processes with high heat transfer coefficients. The 
' 'other side'' of a two-fluid heat exchanger may offer the domi­
nant thermal resistance, so it would be enhanced first. On the 
other hand, having done this, the boiling side may then represent 
the larger thermal resistance, and it should be enhanced (Thome, 
1996). 

Tube Bundles 

Much attention has been directed toward two configurations: 
tube bundles and flow inside tubes. Within each category, a 
number of studies are possible, depending on the fluid. With 
the former, an additional variable is the mode of fluid supply, 
as seen in Table 3. Recent representative studies are listed in 
the table. It is emphasized that pool boiling from single tubes 
is of limited practical interest. 

For horizontal bundles where spray evaporation is routinely 
used (absorption refrigeration, chemical processes), they allow 

Pr = 5.0, (L/d) = 144, ( i /d) = 0.023 

y = 3.0, 6.0,12.0, and 24.0 

Re< 10 

n = 0.14 

Re > 10' 

n = I 0 - 1 8 
1 0.30 

heating -
cooling 

10 10 
Re 

Fig. 8 Heat transfer characteristics in laminar, transition, and turbulent 
flows in uniformly heated circular tubes with twisted-tape inserts (Man-
glik and Bergles, 1993b) 
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Fig. 9 (s) The periodic, grooved-channel (steady-flow component from 
right to left); (b) numerically calculated instantaneous streamlines during 
the forced oscillating cycle; (c) numerically calculated and experimen­
tally observed heat transfer enhancement. For (b) and (c): Re = 525, rj 
= 0.2, Pr = 7 (Greiner et al., 1986). 

for the possibility of reducing refrigerant inventory (important 
for the expensive, ozone-friendly refrigerants) in large commer­
cial and industrial chillers. Important variables are the nozzle 
geometry and the feed flow. Moeykens et al. (1996) reported 
tests of R-123 (with and without oil) with plain and several 
types of enhanced tubes in both square-pitch and triangular-
pitch horizontal-tube bundles. The average heat transfer coeffi­
cients were dependent on the film-feed supply rate, oil concen­
tration, and heat flux. The heat transfer coefficient increases 
with increasing feed rate; guidelines are given for the lower 
limit of feed rate below which film breakdown is likely to 
occur. Typical results are shown in Fig. 14, where the dramatic 
increase in heat transfer coefficient with the enhanced surface 
is evident. The data clearly indicate that the oil reduces the 
performance of the enhanced bundle. 

The same behavior has been found for flooded horizontal 
tubes (e.g., Webb and McQuade, 1993). Flooded natural circu­
lation, recirculation boilers (thermosyphon) reboilers may be 
of two types: vertical and horizontal (kettle reboilers). En­

hanced tubes have been applied to both types; however, in 
the former, ID enhancement is used, while in the latter, OD 
enhancement is involved. The enhancement determines the va­
por generation rate, which in turn, controls the circulation. 

The behavior of vertical tubes in bundles can be studied with 
single tubes. Although many types of enhancement are possible, 
the main ones applied are sintered metallic matrix (Thome, 
1990) and microfin tubes (Thome, 1996). Thome [1990] dis­
cusses the application of the former tubes, as a retrofit, indicat­
ing that the overall heat transfer coefficient was increased at 
least 80 percent. 

The ID enhancement can be very effective because the reboil­
ers usually are driven by condensing steam, and the in-tube 
fluid is typically a hydrocarbon with relatively low heat transfer 
coefficient. To get the circulation going, it is often necessary 
to "sparge" the flow. The artificial introduction of vapor 
thereby is equivalent to boiling at very low superheat, which is 
possible with enhanced tubes. 

One of the issues with flooded horizontal evaporation is how 
well the single-tube tests describe the bundle performance. If 
the single-tube data were comparable to the bundle data, the 
more costly large-scale tests could be avoided. As shown in 
Fig. 15, the enhanced single-tube data are comparable to the 
bundle data (Yilmaz et al., 1981). However, the plain single-
tube data are significantly to the right of the plain bundle data 
due to the convective boiling effect. The implication is that 
"convection-enhancing" surfaces will behave differently for 
the two geometries. 

Enhanced horizontal flow-through bundles (usually used with 
refrigerants) with R-113 or R-l l were studied by Trewin et al. 
(1992). For a full bundle boiler, they found that the perfor­
mance of the knurled enhanced tubes, or tubes coated with a 
sintered metallic matrix, could be predicted from the pool boil­
ing results. This work was extended to mixtures of the two 
refrigerants. A model has been proposed to correlate/predict 
the data (Trewin et al , 1996), accounting for the degradation 
in boiling heat transfer coefficient (from that of R-113, when 
the more volatile R-ll is added). 

Micro-Fin Tubes 

Micro-fin tubes, circular tubes with numerous short intregal 
fins, are being widely used in air-conditioning and refrigeration, 
for both small and large units. The application of these enhanced 
tubes to vertical thermosyphon reboilers in the chemical process 
industry has been noted. The use of these tubes for pure conven­
tional refrigerants (including oil effects) has been extensively 
discussed (e.g., Bergles, 1988). The current area of interest is 
alternate refrigerants. 

Data for R-123 are reported by Kedzierski (1993), and tests 
of R-134a are described by Eckels et al. (1994a) (these being 

Fig. 10 (a) Rotating element inserted in tube; (b) brushes attached to 
each edge of rotating element (Yeh, 1989). 
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Fig. 11 la) Schematic view of EHD-enhanced heat exchanger; (b) overall heat transfer coefficient improvement 
as a function of tube-side corona current (shell and tube excitation), Ohadi et al. (1994). 

the generally accepted chlorine-free substitutes for R- 11 and R- 
12, respectively). The general conclusion is that the enhance- 
ment is generally the same with the new refrigerants as for the 
traditional ones. 

The oils are different with the new refrigerants, polyester or 
polyalkaline glycol, compared to mineral oil. One of the topics 
of much discussion is whether there is foaming with these new 
oils; of course, some of the old oil is still present in retrofit 
situations. The issue is not important for microfin tubes, as these 
tubes seem to inhibit foaming. With plain tubes the foaming, 
if it occurs, enhances heat transfer at several percent oil concen- 
tration. Recent work in our laboratory indicates that foaming 
does not occur in smooth tubes with R-134a and the recom- 
mended polyester oil. Since the replacement for R-22 is likely 
to be a mixture (e.g., Suva 9100:50 weight percent R-32 and 
weight percent R-125; Anon, 1996) the behavior of micro-fin 
tubes with mixtures is important. 

Vapor-Space Condensation 
Condensation can he either filmwise or dropwise, in a sense, 

dropwise condensation is enhancement of the normally oc- 
curring film condensation by surface treatment, The only real 
application is for steam condensers because nonwetting coatings 
are not available for most other working fluids. Even after much 
study, little progress has been made in developing permanent 
hydrophobic coatings for practical steam condensers. The en- 
hancement of dropwise condensation is pointless because the 
heat transfer-coefficients are already so high. 

Surface extensions are widely employed for enhancement of con- 
densation. The integral low fin tubing (Fig, 12) used for kettle 
boilers is also used for horizontal tube condensers. With proper 
spacing of the fins to provide adequate condensate drainage, the 
average coefficients can be several times those of a plain tube 
with the same base diameter. These fins are normally used with 
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Fig. 12 Representative enhanced surfaces for shellside boiling (Pate et al., 1990) 

refrigerants and other organic fluids that have low condensing coef­
ficients, but which drain effectively because of low surface tension. 

The fin profile can be altered according to mathematical anal­
ysis to take full advantage of the Gregorig effect, whereby, 

condensation occurs mainly at the tops of convex ridges. Sur­
face-tension forces then pull the condensate into concave 
grooves where it runs off. The average heat transfer coefficient 
is greater than that for an axially uniform film thickness. The 
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Fig. 13 Pool boiling from smooth and structured surfaces on the same apparatus: (a) sketch of cross sections 
of three enhanced heat transfer surfaces tested; (b) boiling curves for three enhanced tubes and smooth tube 
(Yilmazetal., 1980). 
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Table 3 Representative Studies of Enhanced Boiling in Tube Bundles 

Configuration Pure Fluids Pure Refrigerants Plus Oil Pure Fluid Mixtures 

Refrigerant 
Mixtures 
Plus Oil 

Spray: 
horizontal 
vertical 

Flooded-Recirculation: 
horizontal 
vertical 

Flooded-Flow Through: 
horizontal 

Moeykens et al. [1996] 
Fagerholm et al. [1986] 

Yilmazet al. [1981] 
Thome [1990, 1996] 

Trewinet al. [1992] 

Moeykens et al. [1996] 

Memory et al. [1995a, 1995b] 

Trewin et al. [1996] 

initial application was for condensation, of steam on vertical 
tubes used for reboilers and in desalination. According to nu­
merical solutions, the optimum geometry is characterized by a 
sharp fin tip, gradually changing curvature of the fin surface 
from tip to root, wide grooves between fins to collect conden­
sate, and periodic condensate strippers. Figure 16 schematically 
presents the configuration. 

Recent interest has centered on three-dimensional surfaces 
for horizontal-tube condensers. The considerable improvement 
relative to low fins or other two-dimensional profiles is appar­
ently due to multidimensional drainage at the fin tips. Other 
three-dimensional shapes include circular pin fins, square pins, 
and small metal particles that are bonded randomly to the sur­
face. 
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Fig. 14 Heat transfer results for R-123 boiling with spray films on a 
horizontal tube bundle. Oil percentages given and feed ratios specified 
(Moeykens et al., 1996). 

Convective Condensation 

This final section on enhancement of the various modes of 
heat transfer focuses on in-tube condensation. The applications 
include horizontal kettle-type reboilers, moisture separator re-
heaters for nuclear power plants, and air-conditioner condens­
ers. It has been shown that internally grooved or knurled tubes, 
deep spirally fluted tubes, and random roughness, conventional 
inner-fin tubes are effective for condensation of steam and other 
fluids. 

The micro-fin tubes mentioned earlier have also been applied 
successfully to in-tube condensing (Eckels et al , 1994b). As 
in the case of evaporation, the substantial heat transfer improve­
ment is achieved at the expense of a lesser percentage increase 
in pressure drop. By testing a wide variety of tubes, it has been 
possible to suggest some guidelines for the geometry (e.g., more 
fins, longer fins, and sharper tips); however, general correla­
tions are not yet available. Fortunately, for heat-pump operation, 
the tube that performs best for evaporation also performs best 
for condensation. 

Twisted-tape inserts result in rather modest increases in the 
heat transfer coefficient for complete condensation of either 
steam or refrigerant. The pressure drop increases are large due 
to the large wetted surface. Coiled tubular condensers provide 
a modest improvement in average heat transfer coefficient. 

Concluding Remarks 
This review has given an overview of enhanced heat transfer 

technology, citing representative developments. The literature 
in enhanced heat transfer appears to be growing faster than that 
of the engineering-science literature as a whole. At least ten 
percent of the heat transfer literature is now directed toward 
enhancement. 

An enormous amount of technology is available; what is 
needed is technology transfer. Many techniques, and variations 
thereof, have made the transition from the academic, or indus­
trial research laboratory, to industrial practice. This develop­
ment of enhancement technologies must be accelerated. In doing 
this, however, the "corporate memory" should be retained. The 
vast literature in the field should be pursued before starting 
expensive physical or numerical experiments. To facilitate this, 
bibliographic surveys, such as that of Bergles et al. (1995), 
should be continued. 

Enhanced heat transfer will assume greater importance when 
energy prices rise again. With the current oil and gas "bub­
bles," there is little financial incentive to save energy. Usually, 
enhancement is now employed, not to save energy costs, but to 
save space. For example, process upgrading through the use of 
an enhanced heat exchanger that fits a given space is common 
(Ragi, 1995). It is expected that the field of enhanced heat 
transfer will experience another growth phase (refer to Fig. 1) 
when energy concerns are added to volume considerations. 

Throughout this whole business, manufacturing methods and 
materials requirements may be overriding considerations. Can 
the enhancement be produced in the material that will survive 
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Boiling Superheat, ATb, C Table 4 The Generations of Heat Transfer Technology 
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Tube-and-Plate Fins, single-phase 
1st generation 
2nd generation 
3rd generation 

In Channel, single-phase 
1st generation 
2nd generation 
3rd generation 

Outside Tubes, boiling 
1st generation 
2nd generation 
3rd generation 

In-Tube, evaporation 
1st generation 
2nd generation 

3rd generation 
Outside Tubes, condensing 

1st generation 
2nd generation 
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bare tube 
plain fins 
longitudinal vortex 
generators on fins 

smooth channel 
2-D roughness 
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smooth tube 
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3-D fins and metallic 

matrices 

smooth tube 
massive fins and 
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smooth tube 
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matrices 

Fig. 15 Comparison of boiling curves for single horizontal tubes and 
bundles with and without enhancement; P-xylene at 103 kPa (Yilmaz et 
al., 1981). 

any fouling and corrosion inherent in the environment? Much 
work needs to be done to define the fouling/corrosion character­
istics of enhanced surfaces (Somerscales and Bergles, 1996). 
Particularly, "antifouling" surfaces need to be developed. 

It should be noted that enhancement technology is still largely 
experimental, although great strides are being made in analyti­
cal/numerical descriptions of the various technologies (Webb, 
1994). Accordingly, it is imperative that the craft of experimen­
tation be kept viable. With the wholesale rush to "technology," 
laboratories everywhere are being decommissioned. Hands-on 
experiences in universities are being decreased or replaced by 
computer skills. Experimentation is still a vital art needed for 
direct resolution of transport phenomenon in complex enhanced 
geometries, as well as bench-marking of computer codes. As 
such, experimental skills should continue to be taught, and con­
ventional laboratories should be maintained. 

Finally, it is evident that heat transfer enhancement is well 
established and is used routinely in the power industry, process 
industry, and in HVAC. Many techniques are available for im­
provement of the various modes of heat transfer. Fundamental 

Region of 
locally thin film 

Fig. 16 Recommended flute profile and schematic of condensate strip­
pers (Mori et al., 1981) 

understanding of the transport mechanism is growing, but more 
importantly, design correlations are being established. Heat 
transfer enhancement has indeed become a second-generation 
heat transfer technology for encouraging or accommodating 
high heat fluxes, and is becoming widely used in industrial 
heat exchangers, particularly those that involve boiling. New 
journals (e.g., Journal of Enhanced Heat Transfer and Interna­
tional Journal of Heating, Ventilating, Air-conditioning and 
Refrigerating Research) feature this technology. What we want 
now is advanced enhancement or third-generation heat transfer 
technology. This is beginning to appear, as noted in Table 4. 
Max Jakob would indeed be proud of the way in which the 
field of enhanced heat transfer has developed. 
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Liquid Crystal Thermography on 
the Fluid Solid Interface of 
Rotating Systems 
Liquid crystal thermography is an effective method widely employed in transient and 
steady-state heat transfer experiments with excellent spatial resolution and good 
accuracy. Most of the past studies in liquid crystal thermography deal with stationary 
conditions. The present investigation deals with the influence of rotation on the color 
response of encapsulated liquid crystals attached to aflat rotating surface. A general 
methodology developed for the application of thermochromic liquid crystals in rotat­
ing systems is described for the first time. The investigation is performed for a 
rotational speed range from 0 to 7500 rpm using two different coatings displaying 
red at 30° and 45°C, under stationary conditions. Local liquid crystal color on the 
surface of a rotating disk is correlated with local temperature as measured by a non-
intrusive infrared sensor at various rotational speeds. An immediate observation from 
the present study is that the color response (hue) of encapsulated liquid crystals is 
not altered by either the centrifugal acceleration of the rotating environment or the 
aerodynamic friction force at the rotating disk-air interface. Present investigation 
also shows that when a stroboscope light is introduced, the color response is not 
significantly altered due to additional periodic illumination. A complete and general 
experimental methodology including rotating surfaces with non-axisymmetric temper­
ature distribution is presented. Results from the current liquid crystal technique agree 
well with the theoretical adiabatic temperature rise of a free rotating disk as predicted 
by an analytical method. 

1.0 Introduction 
Liquid crystal temperature indicators are widely used in con­

vection heat transfer studies due to their excellent spatial resolu­
tion and accuracy. The heat transfer characteristics of liquid 
crystal coated rotating surfaces can be easily observed from a 
stationary frame of reference. Temperature/heat transfer mea­
surement techniques based on the calibration of liquid crystal 
hue in function of local temperature have been developed in 
the past, Kim (1991), Camci et al. (1992), Camci et al. (1993), 
Wiedner and Camci (1993a,b), Wilson et al. (1993), Farina et 
al. (1994), Rizzo and Camci (1994). When the liquid crystal 
coated heat transfer surface is illuminated by white light, a 
selective reflection of a specific wavelength occurs in the helical 
structure of the liquid crystal. This can be explained by the 
"interference of light reflected from the helical layers so that 
the optical wavelength in the material actually equals the helical 
pitch," Jones et al. (1992), Collings (1990), Parsley (1987), 
de Gennes (1974). The pitch of the crystal helix is very sensi­
tive to temperature, and hence, the selectively reflected color 
may be used to indicate temperature. Most of the past work in 
liquid crystal thermography is reported under stationary condi­
tions. There are a limited number of measurements obtained 
from the rotating frame of thermal systems, mainly for rotating 
machinery applications. However, a quantitative investigation 
of hue response to temperature in the rotating environment does 
not exist. 

Although the present study deals with encapsulated forms of 
liquid crystals that are temperature-sensitive/shear-stress-insen­
sitive, there are many neat liquid crystal coatings that respond to 
both mechanical shear and temperature, Van Zante and Okiishi 
(1991), Bonnett et al. (1989). Shear sensitive crystals need 
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direct exposure to their environment so they are always manu­
factured in the neat/unencapsulated form. In early studies deal­
ing with shear sensitive crystals, the major problem was the 
difficulty in separating temperature effects and shear effects, 
Klein (1968), Klein and Margozzi (1969), Holmes and Obara 
(1987), Holmes (1986, 1987). Advances in liquid crystal for­
mulations made since the late 60 's allows the researcher to 
use shear sensitive crystals that have almost no sensitivity to 
temperature changes, Reda (1991, 1995a,b). During the manu­
facturing of thermochromic liquid crystals, microscopic droplets 
of liquid crystals can be enclosed in a polymer shell to reduce 
the shear sensitivity of the coating. Micro-encapsulation allows 
liquid crystals to respond with bright colors to only temperature, 
while having protection from the degrading effects of Oxygen 
and ultraviolet light, Cartmell (1993). 

One of the first studies using liquid crystal temperature indi­
cators in the rotating frame of reference is described in Metzger 
et al. (1991). In this study a disk rotating at speeds up to 
10,000 rpm is sprayed directly by encapsulated liquid crystals. 
Although this study contains extremely detailed Nusselt number 
distributions with jet impingement onto a plane smooth disk, it 
is assumed that the rotation does not influence the color response 
of the liquid crystals. The centrifugal acceleration at the outer 
diameter of this disk (111,162 m/s2) is close to the maximum 
value achieved in the present experiments, (89,968 m/s2). 
These two centrifugal acceleration values fall into the same 
range as defined by actual rotating disk configurations used in 
gas turbines. 

An experimental heat transfer investigation in a spanwise 
rotating channel with two opposite rib-roughened walls is re­
ported by Taslim et al. (1991). Encapsulated liquid crystal 
coated polyester sheets are photographed in a rotating coolant 
passage. The absolute level of the maximum centrifugal acceler­
ation is only about 392 m/s2 which may be considered ex­
tremely low compared to the present study. 

A mixture of 8 liquid crystal slurries, each having a 1°C 
color bandwidth has been used in a steady state heat transfer 
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experiment performed in a large scale turbine rig by Blair et al. 
(1991). This paper contains the results of the first investigation 
claiming that there is a temperature measurement bias in liquid 
crystal thermography when encapsulated crystals are imple­
mented in a rotational environment. It is reported that there is a 
+2°C temperature shift at 400 rpm when compared to stationary 
calibration of the liquid crystal. They attribute this deterministic 
rotational speed dependent shift to a combination of mechanical 
and aerodynamic stresses present in the liquid crystal/black 
paint coating, and mention its correction. 

Another application of liquid crystal thermography in a rotat­
ing coolant passage is presented by Blair et al. (1991). They 
report a +3 to +4°C difference between the liquid crystal mea­
surement and the thin foil thermocouple measurement at 525 
rpm, in a rotor cooling channel attached to a rotating arm. The 
centrifugal acceleration experienced in this experiment (2768 
m/s2) can be considered as medium level. Blair et al. (1991) 
conclude that a more complete analysis of this phenomenon is 
necessary to permit the full implementation of liquid crystal 
thermography in the rotating frame. 

Wilson et al. (1993) describe the recent efforts made in the 
use of an image processing based liquid crystal technique in 
rotating disk systems representing those found in gas turbine 
engines, without any information on the influence of rotation. 

The current study has been initiated to address serious con­
cerns about the accuracy of thermographic liquid crystal color 
calibrations in the rotating environment, Glezer (1992). The 
main objective of the present investigation is to quantify the 
influence of the strong centrifugal acceleration field and aerody­
namic shear stress on the color calibration of encapsulated liquid 
crystals under rotation. 

2.0 Apparatus and Experimental Procedures 

2.1 Rotating Disk. The aluminum disk (pM = 2707 kg/ 
m3) has an outer diameter of D = 0.3048 m with a uniform 
axial thickness of <5AI = 0.3175 cm, Fig. 1(a). The disk rim is 
directly connected to an AC electric motor (115 V, 60 Hz) via 
an aluminum flange. The rotational speed of the disk is con­
trolled between 0 and 7500 rpm in a steel protective cover. The 
thermocouple lead out wires are passed through a hollow flange 
and a flexible coupling that is connected to the rotor of the 
mercury slip-ring device. Although the setup initially included 
the slip-ring device for rotating thermocouple measurements, 
the current study uses a non-intrusive infrared point-sensor as 
local temperature reference. Figure 1(b) shows the disk geome­
try and typical forces acting on the disk surface. 

2.2 Liquid Crystal Coating and Hue Capturing. The 
rotating disk has been coated with black paint and subsequently 
with an encapsulated liquid crystal material having a narrow 
color bandwidth of 1°C. Two different liquid crystals with dif­
ferent temperature color play zones are evaluated individually. 
The first coat R30C1W, manufactured by Hallcrest Inc., was 
sprayed in a 50 percent slurry and 50 percent distilled water 
mixture (volumetric), using an air brush after the application 
of an extremely thin black paint on the aluminum disk surface. 
The resulting approximate thickness of the black paint/liquid 
crystal layer is about 35-45 pm. After the completion of the 
tests with this crystal, R45C1W have been subsequently evalu­
ated. The hue determination via a color image processing system 
at a reference point on the rotating disk is made simultaneously 
with the actual temperature measurement from the non-intrusive 
infrared point-sensor. The infrared sensor is positioned in the 
stationary frame. The temperature output from the infrared sen­
sor is displayed in the video image containing the liquid crystal 
colors and continuously recorded on a video tape. The hardware 
which includes the 24 bit color image processor, the video 
decoder/encoder with an array processor to accelerate image 
intensive operations and the color model based on Hue, Satura­
tion, and Intensity attributes is discussed in detail in Camci et 
al. (1992, 1993). The hue versus temperature calibrations are 
repeated at ten selected rotational speeds between 0 and 7500 
rpm. 

2.3 Infrared Point-Sensor. The current study uses an 
infrared point-sensor for non-intrusive local temperature mea­
surements on the flat surface of the rotating disk. The infrared 
measurements, from a circular spot having a diameter of 2.54 
mm, are used to construct hue versus temperature curves of the 
liquid crystal coating. The specific infrared sensor (Raytek/ 
Thermalert/ET3LT) consists of a thin film thermopile detector 
along with a spectral filter. A lens system designed to transmit 
infrared energy is used to focus the energy onto the detector. 
Stray radiation from sources both inside and outside the sensor 
is eliminated using special baffling techniques. The output from 
the IR detector and an ambient temperature sensor are summed 
and then digitized to a 12 bit level. After linearization the 12 
bit signal is fed into a digital-to-analog converter, followed by 
a sample and hold circuit and an output amplifier. 

Figure 2 describes the orientation of the infrared point-sensor 
with respect to the reference calibration plate. The sensor head 
is required to be located at 76.2 mm (three inches) normal to 
the measurement surface. The spectral response of the infrared 
sensor is between 8 to 14 microns. This character makes 

Nomenclature 

b, D = disk outer diameter 
C = specific heat of air 

ds = differential circumferential 
distance = r • dQ 

dr = differential radial length 
IR = infrared 

k — thermal conductivity 
r = local radius on the disk sur­

face 
rpm = rotations per minute 

R = disk outer radius, D/2 
Re = Reynolds number = ft • r2lv 

R30C1W = encapsulated thermochromic 
liquid crystal displaying red 
at 30°C under stationary con­
ditions, color bandwidth is 
1°C 

Re = Reynolds number 
T = temperature 

TC = thermocouple 
V = flow velocity 
z = coordinate direction normal to the 

disk 
8 = circumferential position, (positive 

in counter clockwise direction) 
6 = shear layer thickness of disk 

boundary layer 
ip = angle between aerodynamic shear 

stress and tangential direction 
p = density 
v = kinematic viscosity = p/p 
a = mechanical stress in solid material 
T = shear stress 
\ = wavelength of the light selectively 

reflected from the liquid crystal 
surface 

p = absolute viscosity 
ft = angular speed 

Subscripts 
aw = adiabatic wall 
Al = Aluminum 
c = centrifugal 
Ic = liquid crystal 
o = aerodynamic wall friction 

related 
p = at constant pressure 
tc = thermocouple 

x, y, z = Cartesian coordinates 
co = ambient quantity 

9, z = circumferential component at a 
given z position 

r, z = radial component at a given z 
position 
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Fig. 1a Experimental setup: rotating disk assembly 

Forces acting on 
the fluid element 
clinging to the disk 

Tro=To-sin. 

Aluminum rotating disk 
thickness =3.175 mm = 1/8 inches 

Thin foil TC located 
at r = 0.146 m 

Canter of (dr - da) 
Is located at r 

Black palm and liquid 
crystal coating thickness 
Is about 33 um 

Fig. 1b Experimental setup: rotating disk geometry and forces near the 
disk surface 

this sensor insensitive to the visible illumination used for liquid 
crystal hue determination. The plate has been illuminated by a 
250 W incandescent light source located at a 1.5 m separation 
distance from the measurement spot. The light source has been 
oriented at 45 deg angle measured from the plane of the disk. 
Possible infrared emissions from incandescent bulbs have been 
filtered out in front of the light source. The emissivity of the 
liquid crystal covered surface has been determined using a cali­
brated thin foil thermocouple of K type. The thermocouple, as 
shown in Figure 2, is mounted in the black paint layer of the 
aluminum calibration plate that is identical to the rotating disk 
material. Although the current experimental procedure does not 
require an exact knowledge of the emissivity of the surface 
coated with liquid crystals, the emissivity has been determined 
O = 0.96) using the calibrated thin foil thermocouple. 

3.0 Experimental Results and Discussion 

3.1 Experimental Strategy. The current strategy is based 
on constructing a non-intrusive measurement scheme in order 
to quantify the changes in the color response of the liquid crystal 
coating on a rotating disk surface. A thin foil thermocouple 
with an approximate thickness of 13 /jm is imbedded in the 
surface coating before the liquid crystal layer is sprayed on the 

calibration plate, Fig. 2. The size of the reference spot con­
taining the thermocouple is about 2.54 mm. A non-intrusive 
measurement scheme can be constructed by performing simulta­
neous temperature measurements on the calibration plate using 
liquid crystals, an infrared point sensor, and a thin foil thermo­
couple. The process described in this section provides the quan­
titative baseline calibrations for both the liquid crystal layer and 
the infrared sensor. 

The reference plate is first heated up slowly to 60"C without 
causing damage to the black paint and the crystal layer. As soon 
as the heat gun is removed from the reference spot, a slow 
transient at an approximate cooling rate of 0.1 °C/minute is gen­
erated. During the transient, a color video camera records the 
liquid crystal color image, the voltage output of the infrared 
sensor that is focussed on the reference spot, and the voltage 
output from the thin foil thermocouple that is imbedded in the 
reference spot location. Due to the extremely small thickness 
of the thermocouple junction and the crystal layer, and the large 
time scale of the thermal transient generated, one can reasonably 
assume that the local temperature, measured by the thin-foil 
thermocouple, is the same as the infrared sensor and the liquid 
crystal based temperature measurements. 

Figure 3 provides the relationship between the local liquid 
crystal color (hue) and the local thermocouple based tempera­
ture measurement (Ttc) on the calibration plate. The linear por­
tion of the hue versus temperature curve and the linear regres­
sion line fitted to measured data is given for the crystal desig­
nated as R30C1W. The hue versus temperature curve is highly 
repeatable on the stationary calibration plate as shown in Fig. 
3. Different symbols show individual hue versus temperature 
curves from different cooling transients. It should be noticed 
that color data (hue) can only be recorded when the reference 
spot temperature is around 30°C because of the narrow band 
character of the liquid crystals selected. 

Figure 4 shows the voltage output (Vm) of the infrared point 
sensor plotted against the local thermocouple based measure­
ment (T,c) from the thin foil sensor on the reference calibration 
plate. The data presented in Figs. 3 and 4 are simultaneously 
obtained from the slow cooling transient described in the previ­
ous paragraph. The linear relationship shown in Fig. 4 is an 
accurate calibration of the infrared point sensor against a refer­
ence thermocouple, including the emissivity influence of the 
liquid crystal coated surface. Figure 4 provides data over the 
complete cooling transient because an infrared sensor output is 
continuously available during the complete transient. The plus 
signs clustered around 30°C (within ±0.5°C) show the high 
resolution data obtained during the appearance of the meaning­
ful liquid crystal colors. In order to correlate liquid crystal color 
(hue) with another non-intrusively obtained temperature mea­
sure (V,R), a cross plot of the information provided in Figs. 3 and 
4 is presented in Fig. 5. This approach provides the possibility of 
using two independent non-intrusive temperature measurement 
techniques simultaneously. This style is very effective for the 
measurements to be performed in the rotating frame of reference 
in rotating thermal systems. For example, a locally obtained 
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Fig. 2 Reference calibration plate, thermographic coating and infrared 
sensor 
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Fig. 3 Baseline calibration on the reference calibration plate, liquid crys­
tal hue versus temperature measured by the thermocouple 

liquid crystal hue can be quantified by using the infrared temper­
ature measured at the same spot. In the present approach, the 
implementation of thermocouples, a slip-ring or telemetry, in 
the rotating frame is completely eliminated. Installation of ther­
mocouples underneath a liquid crystal layer with a finite thick­
ness becomes a significant error source in high speed rotating 
machinery applications. It is the authors' experience that ther­
mocouple measurement errors in a rotating system, when com­
bined with slip-ring related signal shifts, may become very sig­
nificant. This is especially true at high rotational speeds where 
high local heat flux values on rotating surfaces may create large 
temperature differentials between the liquid crystal layer and the 
thermocouple location underneath the coating. This temperature 
bias may be amplified by other thermal boundary conditions 
existing near the reference thermocouple. Most of these adverse 
effects may accumulate as rotational speed dependent tempera­
ture bias errors. Since non-negligible bias errors have been ob­
served during the initial phase of this investigation, the authors 
eliminated the use of a reference thermocouple sensor on the 
rotating disk surface in favor of an infrared temperature mea­
surement system located in the stationary frame. 

3.2 Implementation of Infrared Point-Sensor Measure­
ments in the Rotating Frame. Although the liquid crystal 
calibration technique described in the previous paragraph shows 
excellent repeatability and good accuracy on the stationary cali­
bration plate, its implementation on the rotating disk surface 
requires careful validation. Figure 5 shows hue versus infrared 
temperature results from four individual cooling transients ob­
tained on the rotating disk surface in addition to calibration 
plate results. The rotating disk as shown in Fig. 1 is coated with 
an identical black paint/liquid crystal layer. The hue versus 
infrared temperature relationship obtained on the non-rotating 
disk surface is compared with that of the stationary calibration 
plate. The data from the disk surface, at 0 rpm, and the calibra­

tion plate show excellent agreement within the experimental 
uncertainty of hue capturing process and infrared measurement 
technique. This observation results in the conclusion that a non-
intrusive liquid crystal technique and an infrared temperature 
measurement technique could be successfully used in a rotating 
frame of reference. However, an individual calibration of the 
infrared sensor and liquid crystal thermo-indicator on an equiva­
lent stationary calibration plate as described in Fig. 2 is essen­
tial. The process described in this paragraph eliminates the need 
for a reference thermocouple sensor on the rotating disk surface. 

Current temperature measurements using the infrared sensor 
are capable of generating one measurement every 80 millisec­
onds. During the experiments performed between 0 and 7500 
rpm, the rotating disk is carefully heated at the disk centerline 
before a cooling transient. A heated impinging jet of air issued 
from a heat gun is the heating source for the rotating disk. The 
qualitative isothermal line visualization using liquid crystals 
shows that the isotherms on the disk surface are perfect circular 
lines, especially when the disk is cooled by forced convection 
due to the rotation. There are almost no temperature gradients 
in the circumferential direction in this axisymmetric free disk 
problem. The circumferential uniformity of the temperature pro­
file is also checked by freezing the image by using a stroboscope 
light source. This feature makes the infrared point-sensor an 
ideal instrument for time averaged temperature measurements 
in the rotating frame. At 5000 rpm, an infrared spot located at 
0.135 m is expected to time average the infrared emissions 
(from the 2.54 mm spot) over 6 rotations of the disk. The time 
response of the video image processing system collecting the 
liquid crystal color data is about 30 frames/second. Therefore, 
it is expected that liquid crystal data will be averaged over 2.7 
rotations of the disk by the image processor. During the non-
intrusive measurements, it is assumed that the emissivity of the 
liquid crystal/black paint layer does not change with rotational 
speed. It is a known fact that emissivity of an almost black 
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surface is not influenced from how it moves with respect to a 
stationary reference frame. The emissivity is a strict function 
of the type of the surface material and its specific texture. 

The non-intrusive infrared sensor described in the previous 
paragraph has been used to obtain temperature data in adia-
batic disk experiments. The shear layer thickness at 7500 
rpm has been estimated as 4.5 mm at the infrared sensor spot 
location (r = 0.135 m). Thicker shear layer thickness is 
predicted for lower rotational speeds. Since a wide rotational 
speed range is used in this experiment, it is important to 
document the status of the shear layer at the measurement 
location. Figure 6 shows the correlation for the prediction of 
the onset of transition and fully turbulent shear layer over 
the disk, Kobayashi et al. (1980). The correlation indicates 
that the disk boundary layer will always be fully turbulent 
when the rotational speed is over 2500 rpm at the spot loca­
tion. In order to compare the infrared sensor measurements 
with existing analytical models, the surface temperature rise 
on an adiabatic disk is plotted against the rotational speed as 
shown in Fig. 7. Excellent agreement between the theory 
given by Owen (1971) and Chew (1985) and infrared point-
sensor measurements above 2500 rpm is presented in Fig. 7. 
The infrared measurements on the present disk are underpre-
dicted by the theory below 2500 rpm. This may be attributed 
to the fact that flow is expected to be transitional or laminar 
below 2500 rpm on a free disk at r = 0.135 m. The current 
non-intrusive infrared technique is in very good agreement 
with existing analytical models of temperature rise on an 
adiabatic disk in the fully turbulent flow zone. 

3.3 Evaluation of Mechanical and Thermal Effects In­
fluencing the Liquid Crystal Layer. There are three factors 
which could influence the liquid crystal color response under 
rotation: (1) the disk mechanical stresses associated with elastic 

deformations imposed by the rotation of the disk (the liquid 
crystal layer sprayed on the surface of the metallic disk may 
sense the stresses in the metallic disk as a surface force at the 
interaction surface); (2) aerodynamic friction forces on the 
flow side of the liquid crystal layer due to the rotation of the 
disk in air; (3) the mechanical stress (including the radial and 
circumferential components) induced by centrifugal forces in 
the relatively thin and low density black paint/ liquid crystal 
layer. 

3.3.1 Approximate Density of the Black Paint/Liquid Crys­
tal Layer. An evaluation of mechanical stresses influencing 
the liquid crystal coating requires the knowledge of the density 
of a typical black paint/liquid crystal layer. For this purpose, 
an aluminum block in the form of a rectangular prism (0.125 
m X 0.013 m X 0.03 m) has been machined to obtain square 
cross section fins on its external surface. This process helps to 
increase the effective area of the prism for further liquid crystal 
coats. Multiple coats of liquid crystal layers have been sprayed 
and left to drying repeatedly. The volume change with respect 
to the uncoated block has been measured. The accumulated 
liquid crystal mass has also been measured (0.408 gram mass) 
on an electronic scale accurate up to ±0.005 gram mass resolu­
tion. The resulting black paint/liquid crystal layer density was 
about pic = ~81.6 kg/m3. In a second experiment, the density 
has also been obtained by filling the initially known volume of 
a cylindrical cavity carefully machined into an aluminum block. 
The cavity has been sprayed and dried repeatedly until the whole 
cavity is filled with liquid crystal material. The resulting density 
from this experiment was around plc = ~84.7 kg/m3. Since the 
geometrical shape of the cavity open surface is difficult to con­
trol in multiple coating experiments, it is suggested that the 
approximate density value of pk = —81.6 kg/m3 from the previ­
ous experiment is adopted for the analysis presented in this 
paper. The uncertainty of the density measurement is estimated 
to be at least ±6%. The measured density of the dry liquid 
crystal layer is very close to the values typical to Balsa wood 
(p = —lOO kg/m3). The measured pk = ~81.6 kg/m3 value 
is about 33 times smaller than the aluminum disk density of pAI 

= -2707 kg/m3. 

3.3.2 Mechanical Stresses in the Rotating Disk. The ap­
proximate magnitude of disk mechanical stresses induced by 
rotation are much greater (about 33 times) than expected 
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Fig. 7 Adiabatic disk temperature measurements using the infrared 
point sensor and comparison with theory 

stresses in the liquid crystal layer due to the corresponding 
aluminum to liquid crystal density ratio. To verify the influence 
of the disk mechanical stress on the liquid crystal layer, a simple 
tension test using a liquid crystal painted test coupon has been 
performed. The coupon has been instrumented with a thermo­
couple which was installed flush to the surface underneath the 
liquid crystal. A wide range of tensile stresses (from zero to 
five times of total stresses corresponding to the disk rotating 
speed of 7500 rpm) have been applied. No liquid crystal color 
shift has been observed in these experiments when the coupon 
surface is kept at a prescribed temperature. This test clearly 
indicated that mechanical stresses in the substrate material alone 
cannot influence the color response of the liquid crystal coating. 

3.3.3 Aerodynamic Wall Shear Stress. Another important 
force that may influence the liquid crystal layer is the aerody­
namic wall friction force, T0-ds-dr acting on the flow side of 
the liquid crystal layer as described in Fig. 1. This force can 
be predicted from existing solutions of the turbulent viscous 
pump problem for a free disk. A detailed treatment of this 
classical problem starting from von Karman's (1921) problem 
definition is given in Dorfman (1963) and Owen and Rogers 
(1989). In the radial direction, the balance of the turbulent 
shear force applied to the area dr • ds and the centrifugal force 
acting on the fluid volume results in, 

' r,o Sin ip • n2-s. (1) 

According to Schlichting (1979), the shear stress component 
in the tangential direction (T9 ,0 = r„ • Cos ip) can be borrowed 
from a model developed for a flat plate boundary layer using 
the 7th power velocity profile. One may show from Eq. 1 that 

-0.5261' •(WO)1 (2) 

This solution assumes that ip angle does not change with the 
radius. Equation 2 is also consistent with the experimental re­
sults of Schmidt (1921), Kempf (1924), Dorfman (1963) and 
Glezer(1969). 

From a mechanical point of view, the liquid crystal layer sees 
the aerodynamic wall shear stress as a reaction to the fluid 
friction at the flow surface. The tangential component of the 
aerodynamic wall shear stress can be calculated from, 

|T9 .„ | = 0.02668- p-U2- b2-(r/b)m-Reg
[" 

= 0.02668 -p 4 / 5 -n 9 
•V (3) 

The relationship between the radial and tangential component 
can be approximated as | T,,„ | /1 re,„ | = 0.162, Owen and Rogers 
(1989). The magnitude of the total aerodynamic shear stress 
vector is then, 

| r „ | = [T2
M + T2,o]U2 = [7i,o + ( 0 . 1 6 2 ) 2 - T 2 . O ] " 2 

= 1.013- |T„,0 | (4) 

The predicted magnitude of aerodynamic shear stress from Eq. 
4 has the same order of magnitude of the mechanical stress 
estimate inside the liquid crystal/black paint layer. 

3.4 Liquid Crystal Hue Response at Different Rotational 
Speeds. In order to isolate the possible influence of rotation 
on the color response of liquid crystals, a series of tests have 
been performed in a wide rotational speed range (0-7500 rpm). 
The liquid crystal based temperature measurements, and infra­
red point-sensor, has been repeatedly used under almost identi­
cal conditions for many different rotational speeds at r = 0.135 
m. Figure 8 presents hue versus infrared temperature measure­
ments obtained from three different experimental arrangements. 
The narrow band liquid crystal designated as R30C1W has been 
tested on the stationary calibration plate, the non-rotating disk, 
and the rotating disk at many different speeds. An immediate 
observation from Fig. 8 is that rotation does not have any sig­
nificant influence on the color response of liquid crystals used 
on a rotating disk surface. A few hundred data points, from 
many different rotational speeds, always follow the same curve 
defining the hue versus temperature relation. The figure also 
includes results from repeatability tests. Some minimal scatter 
existing in the present data is within the reported uncertainty 
band of the hue capturing system and infrared measurement 
system. 

Similar hue versus infrared sensor based temperature mea­
surements for a liquid crystal slurry designated as R45C1W are 
shown in Fig. 8. A well defined hue versus temperature relation 
has also been observed with very good repeatability for many 
rotational speed values between 0 and 7500 rpm. The data given 
in Fig. 8 supports the initial estimates made for the order of 
magnitude of the mechanical stresses inside the thermo-indica-
tor coating and the aerodynamic shear stress at the fluid solid 
interface. Initial estimates of the mechanical stresses in the coat­
ing can be made with the density value provided in section 
3.3.1. It seems that rotation induced aerodynamic shear stress 
when combined with internal mechanical stresses can not influ­
ence the physical process that causes specific color patterns 
appearing on the disk surface. The experimental observations 
made in this study, and simple analytical estimates of aerody­
namic shear stress and mechanical stresses obtained under rota­
tion, suggest that encapsulated liquid crystals are not influenced 
from rotational effects. The hue data clearly show that there is 
no significant color shift due to rotation of the disk tested under 
realistic gas turbine conditions. However, it is the authors' ob­
servation that systematic temperature shifts may be erroneously 
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viscous region creates a specific radial temperature distribution. 
The adiabatic temperature rise is known to be a function of the 
disk speed, radial position, and the specific heat of the fluid 
surrounding the disk. The liquid crystal based temperature mea­
surements from the adiabatic disk experiments are shown in 
Fig. 9. The rotating disk is brought to an adiabatic condition 
by running the disk at 6648 rpm for about an hour. The liquid 
crystal colors falling into the linear range of the calibration 
shown in Fig. 3 have been observed to exist over a 6 cm radial 
band starting from r = 0.03 m. Four other adiabatic disk experi­
ments have also been performed at 6545, 6345, 5932 and 5488 
rpm. The liquid crystal color band containing the colors in 
the linear range of the calibration move radially outward by 
decreasing rotational speed. The ambient temperature slightly 
decreases with decreasing rotational speed as shown in Fig. 9. 
This slight change is because of the relatively small amount of 
heat dissipation to the still air at reduced rotational speeds. If 
one continues to reduce the rotational speed from 5488 rpm 
level, for an approximate still air temperature of T«, = 27.5°C, 
the liquid crystal color band will not continue to appear on the 
disk surface. In this relatively low rotational speed range, the 
actual disk temperatures are well below the meaningful color 
play zone of the thermoindicator (±0.1°C) around 30°C. This 
observation shows the importance of the selection of the liquid 
crystal color play zone for a specific rotating disk heat transfer 
experiment. The specific location of the useful liquid crystal 
color band can be continuously adjusted by changing rotational 
speed or ambient temperature around the disk. 

3.6 Comparison with Free Disk Heat Transfer Theory. 
Figure 10 shows the comparison of liquid crystal based adiabatic 
disk temperature measurement using the calibrations presented 

adiabatic free disk 
Fig. 8 Influence of rotation on color response of encapsulated Chiral-
Nematic liquid crystals, hue versus infrared sensor raw output at various 
rotational speeds, R45C1W compared to R30C1W, calibration plate and 
stationary disk results included; Hue versus temperature data is also 
included. 

recorded when surface thermocouples are utilized (underneath 
the liquid crystal coating) instead of a non-intrusive reference 
temperature measurement device such as the infrared point-
sensor used in this study. Usually, these systematic temperature 
shifts (erroneously recorded bias errors) are rotational speed 
dependent and may easily be accounted for by a change in 
liquid crystal color calibration. 

Past studies using thermochromic liquid crystals in the sta­
tionary frame wind tunnel experiments always assumed that 
encapsulated liquid crystals are not influenced by aerodynamic 
wall shear stress. However, there is not a single reference in 
open literature including quantitative information on this as­
sumption. The present study quantitatively shows for the first 
time that liquid crystal hue cannot be altered by imposing differ­
ent levels of aerodynamic shear stress from the flow side. At a 
given radial position, every rotational speed setting imposes a 
different aerodynamic wall shear stress value on the thermo­
indicator layer as predicted by Eq. 4. Present results show no 
influence from aerodynamic wall shear stress on color response 
of liquid crystal layer in a wide range of aerodynamic shear 
stress magnitudes. 

3.5 Adiabatic Disk Temperature Rise from Liquid Crys­
tal Measurements. Further investigations on the use of liquid 
crystal thermo-indicators have been carried out by using liquid 
crystals in a free disk heat transfer experiment. When the ambi­
ent temperature is reasonably uniform around a rotating free 
disk, the convective heating of the disk from the neighboring 
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surface using the current liquid crystal technique, radial profiles for vari­
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in Figs. 3, 4, 8 and the theoretical prediction from Owen (1971). 
The adiabatic disk temperature is predicted as Taw = Tx + £l2r2/ 
2CP for 6345 rpm and 5488 rpm. Reasonably good agreement 
between the theory and the present liquid crystal measurements 
is shown in Fig. 10. 

3.7 Influence of Added Stroboscope Illumination on Liq­
uid Crystal Hue. The current experiments described in this 
paper have been performed by generating a completely axisym­
metric flow and heat transfer situation on the rotating disk sur­
face. Because of the infrared system's finite time response of 
80 milliseconds, the measurement has been time averaged over 
6 rotations of the disk at 0.135 m radius, at 5000 rpm. Time 
averaged character of infrared measurements is not an influenc­
ing factor as long as the flow and heat transfer parameters do 
not vary in a circumferential direction. Rotating disk problems 
may have variations in the axisymmetric direction in applica­
tions other than a perfect free disk problem. For example, the 
existence of a bolt head or a step may cause a strong temperature 
distribution in both the radial and circumferential directions. 
When thermal non-uniformities in the circumferential direction 
and radial direction are introduced, freezing the liquid crystal 
image by using a stroboscope light can be extremely beneficial. 

Figure 11 compares the liquid crystal hue variation with re­
spect to infrared sensor output with and without stroboscope 
light illumination at 3000 rpm. The stroboscope light has been 
used in these particular experiments in addition to the regular 
illumination lights as described in previous paragraphs. The 
information provided in Fig. 11 is from an axisymmetric free 
disk experiment, however, the conclusions drawn from this ex-
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Fig. 11 Influence of stroboscope light intensity, camera position and 
zoom level on color response of liquid crystals on a rotating disk surface 
at 3000 rpm 

periment are valid for any non-axisymmetric surface heat trans­
fer problem making use of liquid crystal thermo-indicators. The 
experimental data presented clearly show that additional strobo­
scope light does not alter the hue versus temperature relation­
ship in a rotating disk experiment. This observation can be 
explained with the insensitivity of hue measurements to small 
variations in the intensity of additional illumination from the 
stroboscope, Camci et al. (1992). The infrared sensor used in 
the specific experiment is also not sensitive to visible light 
emitted from the stroboscope and the illumination system be­
cause of its special spectral range in the infrared spectrum. 
Figure 11 provides the conclusion that a stroboscope device can 
be directly used over a liquid crystal coated surface for non-
axisymmetric temperature mapping. It has also been observed 
that slight variations in camera angle (±15°) and slight camera 
zoom variations (±0.25 m) do not significantly influence the 
results presented in Fig. 11. 

4.0 Experimental Uncertainties 
Stationary frame temperature measurements using the hue 

capturing method typically results in an overall uncertainty of 
less than ±0.1°C at about 30°C provided that the hue values 
between 30 and 140 are used for data reduction purposes. This 
specific error level requires a careful calibration of the reference 
thermocouple used in the construction of the hue versus temper­
ature curve of liquid crystals. It is expected that the reference 
thermocouple is calibrated to an uncertainty of ±0.05°C around 
30°C. Other individual uncertainty contributors such as the illu­
mination angle, model to illumination source distance, spatial 
distribution of liquid crystal color response, and the repeatability 
of the hue capturing process should be taken into account, 
Camci et al. (1992). 
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In the hue versus temperature charts presented in this paper, 
the horizontal axis is infrared sensor output Vm in Volts. A 
±0.020 Volts uncertainty over a nominal output value of 1.7966 
Volts (at 30°C) is estimated. This value corresponds to about 
±0.10°C temperature measurement error on the infrared point-
sensor. The repeatability of infrared based temperature measure­
ments is estimated to be around ±0.05°C at 30°C. 

An additional uncertainty contributor may be the determina­
tion of the rotational speed that is monitored constantly by an 
electronic rpm measuring device. This device uses the light 
reflections from a reflecting narrow strip on the disk surface. A 
±5 rpm at a nominal speed of 2000 rpm is a standard estimate 
for this device. 

Even with the most precise liquid crystal coating procedures, 
uncertainties may be introduced when different coats of liquid 
crystal layers deposited at different times are compared for 
their hue response. The final uncertainty of the temperature 
measurements in the rotating frame using liquid crystals is esti­
mated as high as ±0.30CC around 30°C. This value is for all 
the experiments performed over a 4-month time period includ­
ing both precision and bias errors. 

5.0 Conclusions 

1 A liquid crystal thermography system in the rotating envi­
ronment of a disk has been developed. Although a mercury slip-
ring and a thin foil reference thermocouple has been used in 
the initial phase of this study, the use of the slip-ring and the 
thermocouple sensor is not recommended due to the possible 
inclusion of rotational speed dependent thermocouple bias er­
rors. 

2 A new experimental strategy is described using two si­
multaneous non-intrusive temperature measurements on the ro­
tating disk surface. Liquid crystal hue can be effectively corre­
lated against a calibrated infrared-point-sensor indicating local 
temperature. 

3 An estimate of the centrifugal forces acting in the liquid 
crystal layer requires the knowledge of the density of the liquid 
crystal coating. A new experiment has been designed for the 
first time for the approximate determination of the density of a 
typical dry liquid crystal coating. 

4 Predictions show that centrifugal acceleration of the disk 
creates non-negligible mechanical stress in the metallic disk. 
However, present static tensile experiments show that the metal­
lic disk stress alone does not influence the color response of 
the liquid crystal layer. 

5 The predicted magnitude of the aerodynamic shear stress 
is approximately the same order of magnitude as the mechanical 
stress inside the liquid crystal/black paint layer. 

6 The experimental observations made in this study, and the 
simple estimates of aerodynamic shear stress and mechanical 
stresses obtained under rotation, suggest that liquid crystal 
thermo-indicators are not influenced from rotational effects 
within the rotational speed range of the current experiments ( 0 -
7500 rpm, r = 0.135 m). 

7 Although the current results are obtained from a circum-
ferentially uniform free disk experiment, the specific method 
introduced is capable of performing well in situations where 
there are strong circumferential and radial temperature gradi­
ents. For this purpose, the use of a stroboscope is discussed. The 
current data shows that additional stroboscope light illumination 
does not influence the local liquid crystal based temperature 
measurements made on rotating disks. 

8 Past studies using thermochromic liquid crystals in the 
stationary frame wind tunnel experiments always assumed that 
encapsulated liquid crystals are not influenced by aerodynamic 
wall shear stress. However, there is not a single source of quanti­
tative information on this frequently made assumption. The 
present study quantitatively shows for the first time that hue 
values produced by encapsulated thermochromic liquid crystals 

can not be altered by imposing different levels of aerodynamic 
shear stress from the flow side, under present conditions. 

9 Only a stationary frame calibration of the liquid crystal 
layer is sufficient for a temperature measurement to be per­
formed on a rotating disk. An identical stationary calibration 
plate using a reference thermocouple is an effective tool in 
documenting the hue response of a liquid crystal thermo-indica-
tor. 

10 The present methodology describes a complete, high 
resolution, hon-intrusive, and accurate temperature mapping 
technique on a rotating disk surface. The final uncertainty of 
the temperature measurements in the rotating frame using liquid 
crystal thermo-indicators is estimated as high as ±0.30°C 
around 30°C for all the experiments performed over a four 
month time period. 
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The Effects of Forced 
Convection on the Power 
Dissipation of Constant-
Temperature Thermal 
Conductivity Sensors 
The effect of forced convection on the power dissipation of cylindrical and planar, 
constant temperature, thermal conductivity detectors (TCDs) is investigated theoreti­
cally. Such detectors can be used either for on-line continuous sensing of fluid thermal 
conductivity or for determining the sample concentrations in gas chromatography. 
A low Peclet number, asymptotic theory is constructed to correlate the TCD's power 
dissipation with the Peclet number and to explain experimental observations. Subse­
quently, the effect of convection on the TCD's power dissipation is calculated numeri­
cally for both time-independent and time-dependent flows. The theoretical predictions 
are compared with experimental observations. 

1 Introduction 
Thermal conductivity detectors (TCDs) are used to measure 

continuously the thermal conductivity of fluids in motion. In 
this paper, we consider a "constant temperature" TCD which 
consists of a hot, constant resistance, cylindrical or flat heater 
(a filament with an effective temperature, T*) that is inserted 
in a narrow channel (Fig. 1) whose walls are maintained at a 
constant temperature (T$, T% < T*). The filament's axis is 
parallel to the flow direction. Feedback controllers maintain the 
filament's resistance and the conduit's wall-temperature at fixed 
values. The electric power supplied to the filament is dissipated 
as heat through the gas to the conduit's (box) walls. The fluid's 
thermal conductivity is inferred from the measurement of the 
filament's power dissipation. 

TCDs can be used for on-line, continuous monitoring of the 
thermal conductivity of process gases. TCDs were also intro­
duced early on in gas chromatography to detect concentrations 
of trace gases (Littlewood, 1970, 339-381; Guiochou and Guil-
lemin, 1988, chap. 10; and Messaros et al., 1984) and they 
facilitated major advances in this field. Although TCDs have 
lost their prominent role in chromatography in favor of more 
sensitive detectors such as the Flame Ionization Detector, they 
are still widely used in the analysis of gases which do not 
respond to other detectors; in industrial situations where safety 
considerations preclude the use of other detectors; in situations 
(such as separation) when sample destruction is undesirable; 
and in situations which do not require very high sensitivity. 
Moreover, when miniaturized, the TCD's sensitivity remains 
relatively high compared to that of other detectors (Jerman, 
1981). Therefore, they have the potential of serving as "detec­
tors of choice" in miniature gas chromatographs microfabri-
cated on silicon wafers (Terry, 1975). 

In gas chromatography, a sample (evaporated if necessary) 
of unknown composition is injected into a stream of carrier gas 
flowing through a long, narrow conduit (column) coated with 
a stationary phase (i.e., Giddings, 1991). As a result of adsorp-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 
11, 1995; revision received October 7, 1996; Keywords: Forced Convection, 
Instrumentation, Transient & Unsteady Heat Transfer. Associate Technical Editor: 
P. Simpkins. 

tion and chemisorption differences in sample components and 
the carrier gas, the various components are separated. Towards 
the column's end one observes pockets of binary mixtures (ef­
fluent gas) each consisting of a nearly single unknown constit­
uent mixed with the carrier gas, separated by pockets of pure 
carrier gas. The effluent gas enters the TCD which is located 
at the column's end. The effluent's thermal conductivity is dif­
ferent from that of the pure carrier. This, in turn, affects the 
filament's power dissipation. The chemical composition of the 
various components in the sample is determined by their arrival 
time at the detector. The difference between the power dissipa­
tion in the presence of the effluent, and in its absence, is used 
to compute the effluent's thermal conductivity and the concen­
tration of the component. 

TCDs may operate either in a constant temperature or con­
stant current modes. In the non-constant temperature operation, 
as the gas' thermal conductivity changes so does the temperature 
field. This change in temperature causes undesirable changes in 
the gas' thermophysical properties such as thermal capacity, 
viscosity, and density and, in turn, affects the non-conductive 
power dissipation. These secondary effects are less significant 
in constant temperature TCDs. Constant temperature TCDs are, 
therefore, likely to have higher sensitivity than their non-con­
stant temperature counterparts, and they are the TCD type we 
consider in this paper. 

When used in chromatography, the TCD often operates in a 
differential mode. This is accomplished by either using two 
TCDs in parallel (flowing effluent through one TCD and pure 
carrier gas through the other) or by alternating effluent and 
pure carrier through a single TCD. The difference in the power 
dissipation in the presence of pure carrier and effluent is used 
to evaluate the mixture's composition. The differential measure­
ment eliminates sensitivity to ambient factors such as fluctua­
tions in atmospheric pressure. However, since the effluent and 
carrier follow separate hydraulic paths, the differential measure­
ment cannot eliminate noise induced by flow fluctuations re­
sulting from factors such as time-variations in the pressure 
source and flow instabilities. In order to improve TCD sensitiv­
ity, it will be necessary to reduce its noise level. As a first 
step in such a program, we embarked on studying the various 
transport mechanisms taking place in the TCD and their contri­
bution to TCD noise. 

30 / Vol. 119, FEBRUARY 1997 Transactions of the ASME 

Copyright © 1997 by ASME
Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



v=0 

• •••••i!?-:^f!-

I A, 

t u=v=0 moment T, 

0 T *w wall 

u(y) v=0 
1H ± 

w^wMwmmmtmmfimmtmMmMtmMimmmMmm 
-0.5L* »|« L >f«—0.8L,"—•) 

Fig. 1 Schematic description of the thermal conductivity detector's cross-sections: (a) a cross-section parallel to the flow direction; (b) A cross-
section normal to the flow direction (circular TCD); and (c) a cross-section normal to the flow direction (planar TCD) 

In this paper, in order to better understand the role of convec­
tion, we focus our attention only on the effect of time-indepen­
dent and time-dependent pure-gas forced convection on the 
TCD's power dissipation. Surprisingly, until now, the role of 
convection in the TCD's operation has not been elucidated. 
Prior studies of the TCD either neglected convection all together 
(i.e., Jerman, 1981) or adopted a lumped parameter approach 
in which convection effects were described through the use of 
Newton's cooling law with an unknown heat transfer coefficient 
(i.e., Wells and Simon, 1983). 

We start by deriving a simple asymptotic theory for a TCD 
operating at low Peclet numbers. Subsequently, we solve nu­
merically, the time-independent and time-dependent flow equa­
tions for a gas with temperature-dependent thermophysical 
properties. The theoretical predictions are then compared with 
experimental observations. 

2 The Mathematical Model 
We consider both axisymmetric, cylindrical (Fig. lb) and 

planar (Fig. l c ) TCDs. The planar conduit's aspect ratio 
(dn/W*) was assumed to be very small to allow its modeling 
as an infinite strip in the z-direction. We adopt here the conven­
tion that variables with/without a superscript star are dimen-
sional/nondimensional. 

The cross-section of the computational domain along the flow 
direction, together with the relevant geometric dimensions and 
kinematic and thermal boundary conditions used in our compu­
tations, are shown in Fig. la . For the cylindrical TCD, these 
dimensions correspond to those of the TCD used in our experi­
ments (Huang, 1995). Briefly, for the cylindrical (planar) 
cross-sections, the channel's diameter (height) is d%; the fila­
ment's diameter (thickness) is d*\ and its length is L*. In our 
experiments and the numerical simulations described later in 

the paper, dfld^ - u.uzu auu ^ iuf 

leading edge is located at a distance of 0.5L* downstream of 
the cell's entrance. The length of the TCD cell is 2.3L*. The 
coordinate x is aligned along the filament's length and the coor­
dinate y is normal to the filament. The origin of the coordinate 
system is fixed at the filament's leading edge. In the analysis, 
we ignore the presence of supporting pins. 

The filament and the conduit's walls are maintained at fixed 
temperatures T* and T%, respectively. Although the assumption 
of the filament's temperature uniformity is not strictly correct, 
we use it in order to gain simplicity and physical insight at the 
expense of precision. Non-slip velocity boundary conditions 
were applied at all solid boundaries. 

We define the nondimensional temperature 6 = (T* — 
T*)/(T* — T*), where T* is the dimensional gas temperature. 
The filament's and conduit wall's nondimensional temperatures 
are, respectively, 6f = 1 and 6K = 0. The average entrance 
velocity, u*\ the channel's diameter (height), d'i; 
(li*u*/d*), and the convective time d%lu* are, respectively, 
the velocity, distance, pressure, and time scales. The overbar 
denotes an average quantity, typically evaluated at the tempera­
ture (T* + T*)/2. a* is the thermal diffusivity. jfcjMs the 
thermal conductivity, p,* is the viscosity. Pe = u*d%la* is the 
Peclet number. 

The entrance conditions consist of isothermal gas at the con­
duit's nondimensional wall temperature, 8(-(L/2), y) = 0, 
with a prescribed unidirectional velocity profile, u( — (L/2),y, 
t). The variables u and v denote, respectively, the axial (x-
direction) and transverse (y-direction) velocity components. 
The exit boundary conditions are u(1.8L, y) = 9 M ( 1 . 8 L , y)l 
dx = 86( 1.8L, y)/dx = 0. The sensitivity of the results to the 
location of the outlet was tested by varying that location. No 
significant variations were detected in the results when the exit's 
distance from the filament's trailing edge was larger than 0.8L. 

N o m e n c l a t u r e 

df = filament's diameter x, X 
dH = conduit's diameter (cylindrical y 

TCD) or distance between cavity W 
walls (planar TCD) a 

k = thermal conductivity (W/m-K) 6 
L = filament's length_ 

Pe = Peclet number, u*dtla* e 
q = heat flux (W/m2) </> 
Q = filament's power dissipation (W) 

Re = Reynolds number, u*d%lu* 
T = temperature (K) 
u = axial velocity (m/s) 
v = transverse velocity (m/s) 

= axial coordinate 
= transverse coordinate 
= width of planar TCD (m) 
= thermal diffusivity 
= amplitude of filament's power 

dissipation oscillations 
= amplitude of velocity oscillations 
= amplitude of heat flux oscilla­

tions 
£ = leading/trailing edge coordinate 
v = kinematic viscosity 
p = density 
9 = non-dimensional temperature 

LU = frequency 
AT = the difference between the fila­

ment's and the conduit's wall 
temperatures 

Subscripts 
c = core variable 

conv = convective effect 
/ = filament 
w = TCD cavity's wall 
0 = absence of convection 

Superscripts 

* = dimensional quantity 
~~ = averaged quantity 
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Since the Mach number was very small (~0.01), the fluid 
was assumed to be incompressible. The gas was modeled as 
having temperature-dependent viscosity, thermal conductivity, 
and density. The specific heat was assumed to be temperature-
independent. We neglected buoyancy effects, viscous dissipa­
tion, and pressure work. In the momentum equation, we dropped 
the dilatation term. This term is often dropped in fluid mechani­
cal computations with a little effect on the results (Issa and 
Lockwood, 1977). The equations (i.e., Batchelor, 1967) in a 
form suitable for both planar (« = 0) and cylindrical (n = 1) 
geometries are: 

dp { d(pu) | 1 d(y"pv) _ Q 

dt dx y" dy 
(1) 

Pe / du du du 
— P\ ——l- u ——t- v Pr 1 dt dx dy 

interval 0 < X < 1. We rewrite Eqs. (1 -4) in terms of the 
new variable, X. For example, Eq. (4) assumes the form: 

86' P e 'U 
r 1 96 

dX 

dd_ 

dy 
= L ~

2—\k 
dX 8X 

1 d 

y" dy ^r\y"k dd_ 

dy 
-co < X < co 0 < y < -

y 2 
(6) 

with the boundary conditions: 

9(-<*,y) = 6l(co, y) = 0 [0<y< 

6\ X, - } = 0 (-co < X < co); 

dP_+d_( 9u\i_d_/ „du\ 

dx dx \ dx) y" dy \ dy J 

Pe / dv dv dv 
— p\ V u hi) — 
Pr 'V dt dx dy 

_8P d_( dv\ 9_(J_ d(y"v)\ 
dy dx \ dx) dy \y" dy 

„ , - 5 d9 d6\ d (,d8\ I S / „, d6\ 
Pep — + u— + v— )= — [ k— + y k— . 

dt dx dy) dx\ dx) y"dy\ ay; 

(4) 

The nondimensional state equation for a constant pressure, ideal 
gas is: 

1 + 
T* 

(5) 

In the above, the density, thermal conductivity, and viscosity 
were normalized by their corresponding values, p*, k*, and 
ix*, evaluated atjhe average temperature, (T* + T$)/2, i.e., 
k(6) = k*(T)/k*. The thermal conductivity and viscosity were 
approximated as linear functions of temperature. For example, 
for nitrogen, when (7>* + T*)I2^_ 167.5°C, k(0) = 0.2520 + 
0.873, ix{9) = 0.2126 + 0.894, k* = 0.035W/mK, and p* = 
2.26 X 10"5 kglms (Kreith and Bohn, 1986). 

3 Asymptotic Analysis 

We derive a simple asymptotic theory which takes advantage 
of the fact that the filament is very long, L §> 1. The objectives 
of this analysis are (i) to obtain a better understanding of the 
effect of convection on TCD operation, (ii) to explain the exper­
imental observation (Huang, 1995) that (dQ/dPe)Pe^0 = 0, 
where Q denotes the filament's power dissipation, and (iii) to 
obtain a benchmark which can be used to verify the numerical 
code. 

Since, for small Peclet numbers, the filament affects the gas' 
temperature and velocity fields only in its immediate vicinity, 
we can assume that the filament (0 < x < L) is in an infinitely 
long conduit (—oo < x < °°). We introduce a rescaled axial 
coordinate, X = L~lx, In terms of X, the filament occupies the 

xA 
2 

= 1 (0 <X< L); 

and 

dO(X, 0) 

dy 
= 0 (-co < X < OorL < X < co). 

Next, we take advantage of the fact that L> \ and that the 
Peclet number is relatively small (i.e., Pe < L). In the limit L -> 
co, all the axial derivatives are eliminated from the conservation 
equations. The elimination of these terms prevents us, however, 
from satisfying the upstream and downstream boundary condi­
tions. Thus, we divide the length of the filament into three 
regions: the inner (core) region of length 0 ( 1 ) and the leading 
and trailing edge regions of length 0(L~l). 

The Core Region. We denote the core variables with sub­
script c and construct a regular perturbation solution in terms 
of powers of L~': 

Uc \ j MC.O 

Vc \ / Vc,0 

6C \-= 1 @c,0 

Pc / \ Pea 

Pj \Pcfl 

+ u + 0(L2) (7) 

Upon substituting (7) into the Eqs. (1 -4) and equating like 
powers in L"1, we obtain 

duc 

~dX - IHIH^ 0 ' w 

which is valid to all powers of L"1. In other words, the core 
velocity and temperature fields are fully developed and indepen­
dent of the X-coordinate. In the core, the isotherms are parallel 
to the filament, and convection (even when time-dependent) 
plays no role. 

For a given k(6), the energy, Eq. (8), can be integrated. For 
example, when the thermal conductivity is a linear function of 
temperature, k(6) = 1 + ke(6 - (5)), where k(\) = 1 and ke 

= (dk/d6)e=ul, then 

(2 - kt + ke6c(y))0c(y) = 2 i 

1 - 2y 

1 - df 

In (2y) 

In (df) 

(B = 0) 

(n= 1) 

(9) 

The corresponding expression for a gas with temperature-inde­
pendent thermal conductivity is obtained by setting k9 = 0 in 
(9). 
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The power (Qc) dissipated in the core is 

Qc= { 

4L 
1 - dt 

2-KL 

I In (df) 

(u = 0) 

( n = 1) 

(10) 

where the power dissipation is normalized with k*{Tf -
T%)(d%)". In the planar case, the power dissipation, Q*, is 
computed per unit width of the filament. 

Leading and Trailing Edge Regions. The core solution is 
not valid when X -» 0 and X -» 1. Equation (6) suggests the 
presence of boundary layers of length L ~' next to the leading 
and trailing edges. We introduce the stretched leading and trail­
ing coordinates, £+ = x = LX and £~ = L - x = L{\ - X), 
respectively. The superscripts ( + / —) denote, respectively, the 
leading/trailing edge variables. For brevity's sake, we repro­
duce here only the boundary layer energy equation: 

Pepd J 86± 

dt 
+ v 

80± 

dy 

SC?\ de)+y"dy\yk dy 

The temperature boundary conditions are: 

(11) 

dy 
0 (-00 < £± < 0 ) ; 

r , f ) = i (0<e±<+=°); 

< £ ± < +oo,); r , - =0 (-

and 

lim 0±(e,y) = 8Ay). 

The boundary layer equations are similar to the original Eqs. 
( 1 - 4 ) , albeit with a simpler domain of definition. The boundary 
layer problems are independent of the filament's length L. 

In order to solve the boundary layer energy Eq. (11), and 
the corresponding momentum equations (not shown here), we 
proceed with a regular perturbation expansion in powers of Pe: 

To the first order, O(Pe ' ) , we obtain creeping flow with 

{ut(H\y,t),vt{ti\y,t),8t(e,y,t)} 

= {«r(r,y,o,-ur(r>y,o,-0r(r,>\O}. (i4> 
Composite Expansion. The uniformly valid, composite 

expansion for the temperature field is: 

6(x, y, t) = 6Z(x, y) + 6»{L -x,y)- 9c(x, y) 

+ Pe(0!(x,y,t)-8t(L-x,y,t)) + 0 (Pe 2 ) . (15) 

When one calculates the filament's power dissipation, the trail­
ing and leading edges' first order, O(Pe), contributions cancel 
each other and Q\ = 0. Thus, the filament's total power dissipa­
tion is 

Q = fio + g2Pe2 + 0 (Pe 3 ) , (16) 

where Q0 is the power dissipation in the absence of convection 
and Q2 can be obtained by solving the second order, 0(Pe 2 ) 
problem. 

Since Q, = 0, the analysis presented above explains the ex­
perimental observation that (dQ/dPe)Pe=Q — 0. Note that the 
coefficients 2/ (' > 0) in the series (16) are independent of L, 
and they can be obtained by solving the leading (or trailing) 
edge equations. 

Example. In order to make these ideas more concrete, we 
proceed with a simple example. Consider plug flow (u = 1) of 
a gas with temperature-independent thermophysical properties 
in a planar TCD with a zero thickness filament (df = 0) . The 
core temperature distribution is 

9c{y) = 1 - 2y. 

The leading (trailing) edge temperature satisfies 

89" 
Pe-

oe 8$±2 

with the boundary conditions, 

d19± d2e± 

+ 8y2 

(17) 

(18) 

lim 9±(£±, y) = 0 and lim 6»±(^±, y) = 1 - 2v, 

^ ± (C ± ,0 ) = 

89±(£±,0) 

8y 

when (0 < v < j ) ; 

1 when ( ^ > 0); 

= 0 when f * < 0; 

and 

Pew* \ 0 

Peu* 1 / ° 
p± = P(9§) 

f ] \ M^) 
k± / \ k(0s) 
P± / \P0 

+ Pe 
vf 
oe(9§)t 

ke(9S)9f 

0(Pe 2 ) . 

(12) 

We substitute (12) into the boundary layer equations (such as 
11) and equate the coefficients of like powers in Pe to obtain 
a set of equations for different orders of the Pe number (see 
Huang, 1995, for details). At zeroth order 0(Pe°) , we obtain 
the conduction equation for 60. By inspection, we conclude that 
the temperature profiles in the trailing and leading edges are 
symmetric: 

0Ztt + ,y) = 9o(C,y). (13) 

To solve Eq. (18), we use the conformal mapping (Moon & 
Spencer, 1971), 

£± + iy 
l 

Ln [Cosh (s + iw)], (19) 

to transform the domain (£± , v) into a semi-infinite strip. 
With the aid of Mathematica (Wolfram, 1991), we express 

Eq. (19) in terms of the {s, w} coordinates, 

Pe 

TT[ Cosh (2.s) +Cos (2w)] 

86-

ds 
Sinn (2s)-

89£ 

dw 
Sin(2w) 

829± 829-

8s2 dw2 (20) 
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The boundary conditions are 

L(s,0)- 1 = S, - ] = 0 (0 < 5 < oo) 

and 

: ^ = iim(r-(,,w)-(i-^Y] = o 

0 < w < 

We solve Eq. (20) using the regular perturbation expansion 
(12) in terms of Pe to obtain 

f(s, w) = 1 
2w 

and 

6f(s, w) Tan" 
Sin (2w) 

e2s + Cos(2w) 

2n\2 Sin(2«w). (21) 

Note the sign difference between the leading and trailing edge 
solutions. #2 was computed numerically using a central differ­
ences scheme. The uniformly valid temperature distribution 
\Ccomposi te ) 1 " . 

2 
Qcomposueix, y) = 1 [w(x, y) + w(L - x, y)] + 2y 

ir 

+ Pe(0f (x, y) - 9t(L - x, y)) + 0 (Pe 2 ) , (22) 

where w(^ ± , y) is implicitly given by Eq. (19). 
The heat flux along the filament is 

q(x) = 2(g(x) + g(L-x)-l) + Pe(/(Cosh > (e™n)) 

- / ( C o s h " 1 ( e ^ - ^ ' 2 ) ) ) + 0 (Pe 2 ) , (23) 

where 

1 
*(*) = vr 

and 

f(a) = — [a - 5Coth(cr)ln [2(1 + Cosh (2<r).)]}. 
2n 

Accounting for the fact that the filament loses heat from its 
two faces, the filament's power dissipation is 

- ^ = 1 + d P e 2 + 0 (Pe 3 ) , 
Go 

(24) 

where 

g0 = - 4 L + - In i + vr 
i - v r 

« 4L + - l n ( 4 ) (forL§> 1). 
•K 

For example, for L = 25, Ct ~ 1.1 X 10~3. 
From this analysis, one may conclude the following: (i) since 

the end effects are confined to the boundary layers, they are 
independent of the filament's length. The longer the filament, 

the longer is the core region and the smaller are the end effects' 
relative contributions; (ii) convective effects, both time-depen­
dent and time-independent, are confined to the leading and trail­
ing edges. The core region's power dissipation is independent 
of convection; and (iii) at low Peclet numbers, the filament's 
power dissipation depends on Pe2. 

4 The Effect of Time-Independent Convection on the 
TCD's Power Dissipation 

The time-independent versions of Eqs. (1 -5 ) were solved 
using the SIMPLER algorithm (Patankar, 1980). The upstream 
and downstream velocity profiles far from the filament's edges 
(at x = —LI2 and x = 1.8L) were specified as fully developed, 
parabolic profiles. The code was verified for self-consistency 
by demonstrating that computational results were grid-size inde­
pendent. The relative difference between the filament's power 
dissipation calculated using 60 X 50 and 300 X 100 grid points 
was smaller than 0.2 percent for nitrogen flow at Re = 60. In 
most of the calculations reported here, 60 X 50 grid points were 
used. Additionally, we solved a sequence of simple problems, 
including the one described in Section 3, for which analytical 
solutions could be obtained, and verified that the numerical and 
analytical results were in good agreement. For instance, Fig. 2 
depicts the numerically computed Qcom as a function of the Pe 
number for similar conditions as the example in Section 3. In 
Fig. 2, L = 25 and only one face of the flat filament dissipates 
heat (go is half of the value given in Eq. 24). The figure 
also depicts the small (Qcom

 x Pe2, Section 3) and large Pe 
number asymptotes (gM„v

 a VPe). Since we are interested only 
in small and moderate Pe number behavior, we did not include 
here the asymptotic analysis for large Pe numbers. Witness 
the good agreement between the asymptotic and the numerical 
predictions. Further details on code verification are given in 
Huang (1995). 

Unless otherwise stated, results are presented for nitrogen 
gas with Tf = 235C, T* = 100C, and L*ld% = 25.6. The 
specification of the gas and the temperatures is necessary be­
cause of the temperature-dependence of the gas' thermophysical 
properties. The results for the planar geometry are qualitatively 
similar to the ones presented here. 

Figure 3 depicts the nondimensional temperature as a func­
tion of y at locations At and A2 for Re = 0, 5, 25, and 60. 
Differences between the temperature profiles for the different 
Reynolds numbers are visible only at the filament's leading 
edge. A short distance from the leading edge, the temperature 
profile assumes its fully developed, conductive shape. 

For Re = 40, Fig. 4 depicts the temperature field (isotherms) 
in a cross-section that is parallel to the flow direction. In agree­
ment with the asymptotic analysis (Section 3), the isotherms 
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Fig. 2 For a flat filament dissipating heat from one face, Oconv is depicted 
as a function of the Peclet number. The results of the numerical simula­
tions are compared with analytically obtained asymptotes for small and 
large Peclet numbers, L = 25. 
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Fig. 3 Numerically computed temperature profiles for various Reynolds 
numbers at the cylindrical filament's leading edge (A1) and the center 
of the filament (A2) for Re = 0 (solid line), 5 (circles), 25 (squares), and 
60 (triangles) 

are parallel to the filament throughout most of its length. Parallel 
isotherms correspond to fully developed thermal conditions. 
Figure 4 indicates that along most of the filament's length, axial 
convection has no effect. 

We define the hydrodynamic (1 H , circles) and thermal ( l r , 
squares) development lengths as the distance from the fila­
ment's leading (solid symbols) and trailing (hollow symbols) 
edges to points where the differences between the shear stress 
and the heat flux and their fully developed values are smaller 
than 1 percent. Figure 5 depicts these development lengths as 
functions of the Reynolds number. As the Reynolds number 
increases, the leading edge lH and \T increase, the trailing edge 
lT decreases, and the trailing edge lH initially increases from 
zero (at no flow) to a maximum and then decreases. 

Next, we compare the filament's computed power dissipation 
with the measured one. For cylindrical and planar TCDs (with 
the same height as the cylinder's diameter), Fig. 6 depicts the 
normalized difference between the power consumption in the 
presence and absence of flow as a function of the Reynolds 
number. The lines and symbols denote, respectively, theoretical 
and experimental results. The solid circles and triangles corre­
spond, respectively, to nitrogen and helium. The heavy and light 
dashed lines describe, respectively, theoretical predictions for 
nitrogen and helium flow in a cylindrical TCD. The dotted line 
describes the power dissipation in a planar TCD. 

For nitrogen, the discrepancy between the computed and mea­
sured results is smaller than 15 percent and decreases as the 
flow rate increases. This discrepancy between the theoretical 
and experimental results can be attributed, in part, to (i) the 

Fig. 5 The leading (solid symbols) and trailing (hollow symbols), hydro-
dynamic (circles) and thermal (squares) development lengths are de­
picted as functions of the Reynolds number for a cylindrical TCD 

difference between the TCD geometry used in the calculations 
(cylindrical) and the one employed in the experiments (rectan­
gular), (ii) the fact that the theory ignores the presence of the 
supporting pins, and (iii) the fact that the filament's temperature 
is not strictly uniform. 

For helium, the discrepancy between the theoretical and ex­
perimental results is much larger than for nitrogen. We are not 
certain what the reason for this deviation might be. We suspect, 
however, that the deviation is caused by the presence of contam­
inants. Huang (1995) was able to eliminate the discrepancy 
between the experimental data and the theoretical results for 
helium by assuming that, at zero flow rate, the helium contained 
about 0.36 percent of air and that the air concentration declined 
as the flow rate increased. 

Finally, Fig. 6 illustrates that convective power dissipation 
plays a more important role in a planar TCD than in a cylindrical 
one with the same diameter as the planar TCD's height. If one's 
objective is to minimize the relative contribution of convection 
to the total power dissipation, then the cylindrical TCD has a 
clear advantage over the planar one. 

In agreement with the experimental data, the theoretical 
curves in Fig. 6 exhibit two regions. For Pe < Pe,, Qcanv in­
creases slowly with Pe. In this region, one can correlate the 
numerical data as QcomIQa = C,Pe2. For Pe > Pe2, Ql:om in­
creases nearly linearly as a function of Pe, Qco„vlQa = C3 + 
C2Pe. In the above, C, and Pe, are functions of the TCD geome­
try and the gases' thermophysical properties. For example, for 
nitrogen flow in a cylindrical TCD, Pe, ~ 12 and Pe2 ~ 25. 

In Section 3, we showed that the quadratic behavior for Pe 
< Pei is a result of first order effects, O(Pe), at the leading 
and trailing edges canceling each other. For moderate Pe num­
bers (Pe > Pe2), the trailing edge boundary layer is pushed out 
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Fig. 4 The temperature field (isotherms) in a cylindrical TCD's cross-
section that is parallel to the direction of the flow, Re = 40 
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Fig. 6 The relative contribution by convection to the power dissipation 
as a function of the Reynolds number for cylindrical and planar TCDs. 
The circles and triangles correspond, respectively, to experimental data 
for nitrogen and helium. The heavy and light dashed lines represent, 
respectively, numerical data for nitrogen and helium in a cylindrical TCD. 
The dotted line represents numerical data for nitrogen flow in a planar 
TCD. 
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and it does not play a role in the heat transfer process. The 
convective heat transfer is affected only by the temperature 
distribution at the leading edge, which is a first order effect, 
and therefore the power dissipation is approximately a linear 
function of Pe. 

5 The Effect of Time-Periodic Flow on the TCD'S 
Response 

Oscillations in the flow rate cause fluctuations in the TCD's 
power dissipation. These oscillations are interpreted by the TCD 
operator as noise, and they compromise the TCD's accuracy. 
In this section, we quantify the effect of such oscillations on 
the TCD's response. All the results are given for nitrogen and 
a cylindrical TCD. 

We solved the time-dependent, Eqs. ( 1 - 5 ) , with the velocity 
boundary condition at x = 0: 

HM= ( i - 4 y 2 ) ( l + eSin(wr)) ( 0 s y < | ) , (25) 
" m a x 

where e is the velocity oscillations' amplitude, w = io*d2
Hla* 

and u>* are the nondimensional and dimensional angular fre­
quencies, respectively. 

Although the equations are not linear, the effect of the oscilla­
tions on the nonlinear terms is 0 ( e 2 ) , where e < 1. Thus, the 
local heat flux q(x, t) and the TCD's total power dissipation 
Q(t) can be approximately expressed, respectively, as 

q(x, t) = q0(x) + gConv(*) + <t>(x) sin (u>t + tp) (26) 

and 

G = Go + eco„v(l +6an(uit+ ip)). (27) 

In the above, <p(x) and 8 are, respectively, the amplitudes of 
the heat flux and the power oscillations. 

Figure 7 depicts the relative disturbance amplitude of the 
convective heat flux 4>(x)lqQ as a function of the normalized 
axial coordinate x for e = 0.01, w = 0.044, and Re = 3, 12, 
15, 22, 38, and 61. #0 is the heat flux in the core region. The 
heat flux disturbance damps quickly as the distance from the 
leading edge increases. In other words, the effect of flow oscilla­
tions on the filament's power consumption is confined mostly 
to the leading edge region. Once the temperature profile be­
comes fully developed, the filament's power dissipation is inde­
pendent of flow conditions. 

The effect of the flow rate oscillations' frequency (ui) on the 
amplitude of the convective power oscillations (SQconv/(eQ0)) 
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Fig. 7 The relative amplitude of the local heat flux at the cylindrical 
filament's surface as a function of the axial distance from the leading 
edge for Re = 3 (circles), Re = 12 (pluses), Re = 15 (squares), Re = 
22 (crosses), Re = 38 (triangles), and Re = 61 (diamonds). The flow 
oscillations have an amplitude of c = 1 percent, and an angular frequency 
a) = 0.044. 
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Fig. 8 The normalized amplitude of power oscillations as a function of 
the flow rate frequency: Re = 40; e = 0.01 

is depicted in Fig. 8. For relatively low frequencies (u> < 1), 
the amplitude of the convective power dissipation is a flat func­
tion of the frequency. There is a cut-off frequency at u> ~ 1, 
beyond which the amplitude drops down sharply. One percent 
oscillations in the velocity caused about 0.0057 percent oscilla­
tions in the power dissipation, which is in good agreement with 
our experimental observations (Huang, 1995). 

For Re = 40 and w = 0.044, we examined the relationship 
between the amplitude of the convective power dissipation and 
the amplitude of the flow rate oscillations. We found that 8Qcoml 
go increases nearly as a linear function of e. For the range of 
e values considered here, Q's frequency was always the same 
as the frequency of the flow oscillations. 

6 Conclusions 

The effect of convection on the performance of the TCD was 
investigated theoretically. The length of the filament can be 
divided into three regions: leading edge, core, and trailing edge. 
The power dissipation in the leading and trailing edges is af­
fected by convection. The power dissipation in the core is inde­
pendent of both time-independent and time-dependent convec­
tion. If the leading and trailing edge regions were excluded 
from the area being sensed but were still maintained at the 
filament's temperature, then the dependence of the filament's 
power consumption on convection would be significantly re­
duced. Alternatively, the longer the filament is, the smaller the 
relative contribution of convection to the power dissipation will 
be. When the TCD is used in chromatography, however, the 
filament length cannot be increased without limit since increases 
in length may reduce, among other things, its sensitivity to the 
passage of short slugs of effluent. For small and moderate Peclet 
numbers, the convective power dissipation is, respectively, a 
quadratic and a linear function of the Peclet number. 
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Numerical Solution of the 
General Two-Dimensional 
Inverse Heat Conduction 
Problem (IHCP) 
This paper presents a method for calculating the heat flux at the surface of a body 
from experimentally measured transient temperature data, which has been called the 
inverse heat conduction problem (IHCP). The analysis allows for two-dimensional 
heat flow in an arbitrarily shaped body and orthotropic temperature dependent ther­
mal properties. A combined function specification and regularization method is used 
to solve the IHCP with a sequential-in-time concept used to improve the computational 
efficiency. To enhance the accuracy, the future information used in the sequential-
in-time method and the regularization parameter are variable during the analysis. 
An example using numerically simulated data is presented to demonstrate the applica­
tion of the method. Finally, a case using actual experimental data is presented. For 
this case, the boundary condition was experimentally measured and hence, it was 
known. A good comparison is demonstrated between the known and estimated bound­
ary conditions for the analysis of the numerical, as well as the experimental data. 

1 Introduction 
In conventional heat conduction problems, interior tempera­

ture distributions of a solid body are calculated when the bound­
ary/initial conditions are known. Conversely, in the inverse heat 
conduction problem (IHCP), the unknown surface heat flux is 
estimated by utilizing transient temperature measurements in­
side the solid. The conventional heat conduction problem is 
traditionally called the direct problem to distinguish it from the 
inverse problem. 

Several schemes have been developed for the solution of the 
IHCP. In the exact matching method, proposed by Stolz (1960), 
the unknown heat flux components are estimated by exact 
matching between the measured temperatures and the corre­
sponding calculated temperatures. Stolz's method is unstable in 
cases with small time steps and in the presence of measurement 
errors. Another solution technique is the sequential, function 
specification method, Beck et al. (1985). Publications em­
ploying this latter method include Bass et al. (1980) and Osman 
and Beck (1989a, 1990). Beck (1993) presented a comparison 
of this method with a whole domain method. 

Another widely used technique is the "whole time domain" 
regularization method in which the unknown function is discret-
ized into many components and these components are estimated 
simultaneously. Many authors have reported their studies on 
this approach including Tikhonov and Arsenin (1977), Hensel 
(1991), Jarny et al. (1991), Ozisik (1993), and Alifanov 
(1994). Another method used is the mollification method, Mu-
rio(1993). 

The combined function specification and regularization 
(CFSR) method is used in this investigation for the solution of 
the IHCP. In addition, a sequential-in-time procedure is imple­
mented for the solution. The sequential procedure allows the 
use of a quasi-linear approximation in the calculations of tem-

1 Present address: Mechanical and Industrial Engineering, Kuwait University, 
Safat, 13060, Kuwait. 
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1996; revision received September 13, 1996; Keywords: Conduction, Numerical 
Methods, Transient & Unsteady Heat Transfer. Associate Technical Editor: R. 
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peratures and sensitivity coefficients. This, conceptually, results 
in a substantial reduction of the computer time; memory require­
ments are also reduced. The reasons are: (1) it is not required 
to store data for the whole time domain; (2) considering addi­
tional time steps in the analysis increases computational require­
ments linearly; and (3) iteration is not required for non-linear 
problems. 

The contents of this paper are briefly outlined below. First, 
the inverse problem and its mathematical model are presented 
in Section 2. Section 3 discusses the combined function specifi­
cation and regularization method. Test cases, including numeri­
cal and experimental data, are presented in Section 4. The last 
section, Section 5, gives conclusions. 

2 Problem Description 

The mathematical description of a general two-dimensional, 
nonlinear inverse heat conduction problem is given in this sec­
tion. In order to motivate the work, the physical geometry of a 
typical two-dimensional planar or axisymmetric cylindrical 
body with temperature-dependent thermal properties is consid­
ered. The spatial domain is il and the symbols T, (i = 1, 2, 3, 
and 4) represent the domain boundaries. The boundaries r \ , 
r 2 , and r 3 have known boundary condition of the first, second, 
and third kinds, respectively, while an unknown space-and-time 
dependent heat flux is to be estimated on boundary F4 . The 
vector n denotes the outward pointing unit vector. Interior tem­
perature histories are measured at several appropriate locations 
within the heat conducting body. 

The inverse heat conduction problem is to find the "best" 
estimate of the unknown surface heat flux distribution around 
the boundary T4 as a function of time and space. Data used 
are the interior transient temperature measurements at known 
locations in the body, which has a known physical description 
and known thermal conductivities and volumetric heat capaci­
ties. 

Mathematical Model. The transient temperature distribu­
tion inside a two-dimensional region with orthotropic thermal 
properties is described by the two-dimensional heat conduction 
equation 

38 / Vol. 119, FEBRUARY 1997 Transactions of the ASME 

Copyright © 1997 by ASME
Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



?IH*"^ dy 
ky(T) 

dT(x,y,t) 

dy 

pCp(T) 
dT{x, y, t) 

dt 
(x,y)mQ, (t„ < t < tM) (1) 

with the boundary conditions 

-KAT) 
dT(x,y, t) 

nx - ky,,(T) 
dT(x, y, t) 

dx * > - ' dy 

+ hiT(x,y,t) =f,(x,y,t) 

( i = l , 2 , 3) (x,y)mT,, (t„ < t < tM) (2) 

-UT) 
dT(x, y, t) 

nx - ky(T) 
dT(x,y, t) 

dx ' " ' Oy 

= q(x,y,t) (x, y ) i n r 4 , (t0 < t s tM) (3) 

and the initial condition 

T(x,y,t0) = T0(x,y) (x, y) in ( 0 U T) (4) 

where n = 0 for cartesian coordinates and 1 for axisymmetric 
cylindrical coordinates, (x, y) represents cartesian or cylindrical 
coordinates system. The boundary conditions in Eq. (2) repre­
sent conditions of the first, second, and third kinds (;' = 1,2, 
and 3), respectively. The boundary coefficients kxj, kyj, and 
hi are specified to form the correct boundary condition, e.g., 
ky,3 = ky(T), kXt?, = kx(T), and /z3 = h{x, y, T) specify a 
convective boundary condition (third kind). The thermal prop­
erties {kx, ky, pcp), boundary conditions (/•), and initial condi­
tion (T„) are assumed to be completely known. The heat flux 
in Eq. (3), q(x, y, t) is the unknown function to be estimated. 
The symbols nx and ny are the x- and y-components of the 
outward pointing unit vector n which is perpendicular to the 
boundary surface. With this definition of n, the heat flux leaving 
a surface is positive. 

To estimate the unknown function q{x, y, t), discrete temper­
ature measurements are available, Yjjm = Y(xj, yjt tm), at sensor 
j (j = 1, 2, . . . , J) for times t,„, where m = 1, 2, . . . , M. In 
this paper the commonly accepted definition of the IHCP is 
addressed. Specifically, all pertinent information about the con­
ducting body, such as the thermal properties and geometry, are 
assumed to be known; boundary conditions other than q(x, y, 
t) and the initial condition are also completely known. With 
the known information the goal is to estimate q(x, y, t) from 
the internal measurements Yjjn. 

3 Combined Function Specification and Regulariza­
tion 

This section develops the combined function specification 
and regularization method (CFSR) used to solve the inverse 

problem. The inverse heat conduction problem is in a class of 
ill-posed problems in the sense that arbitrarily small errors in 
the temperature measurements can lead to arbitrarily large errors 
in the estimated values of the surface heat flux. Two well known 
methods for the solution of inverse heat conduction problems 
are the sequential function specification method, Beck et al. 
(1985) and the Tikhonov regularization method, Tikhonov and 
Arsenin (1977). A combined method, called CFSR, is used 
to stabilize and smooth the estimates of the surface heat flux 
distribution. A paper by Beck and Murio (1986) presents simi­
lar concepts. In their study, Tikhonov regularization was applied 
to the time variation of heat flux while in this study's formula­
tion, the regularization is applied to the spatial variation of heat 
flux. 

The solution method is based on the finite element technique 
for numerical solution of the direct heat conduction problem. 
The details of the CFSR method are given below. 

3.1 Parameterization of the Surface Heat Flux Function. 
The numerical solution of the inverse problem is based on the 
finite element method for the numerical solution of the direct 
problem. The finite element method provides a technique for 
spatially discretizing the body and numerical integration of the 
resultant system of ordinary differential equations. The finite 
element code TOPAZ2D (version January 1986) was modified 
into a direct problem solver subroutine. TOPAZ2D uses linear 
four node quadrilateral elements. 

The first step in the inverse problem solution procedure is to 
divide the domain into finite elements. The number of finite 
elements depends on the size of the problem and the distribution 
of the surface heat flux. More details regarding aspects of the 
finite element procedure are given in the TOPAZ user's manual 
(Shapiro, 1986). The next step is to approximate the time-and-
space distribution of the continuous heat flux function q(x, y, 
t) in Eq. (3) . 

Values of the heat flux are required at the spatial nodes on 
the surface of the body. In general, the number of surface nodes 
is very large, this can lead to a large number of unknown heat 
flux components to be estimated. To reduce the number of 
unknowns, a parameterization of the spatial distribution of the 
surface heat flux is used. The functional form used for the 
approximation of the heat flux is given below. 

3.1.1 Spatial-Dependent Heat Flux Approximations. 
Boundary r 4 , with the unknown heat flux, is divided into sub-
intervals and a system of parameters are defined for each seg­
ment. For convenience, a surface coordinate "s" is used. In 
this case, the surface heat flux in Eq. (3) can be expressed as 

q(x,y, t) = q(s, t) (5) 

where (x, y) is on T4 and s is the surface coordinate along 
boundary T4. 

The parameterization of the arbitrary function q(s, t) for a 
fixed instant of time is introduced along with a functional form 

N o m e n c l a t u r e 

c,, = specific heat (J/kgC) 
H„ = zeroth order regularization matrix 
Hi = first order regularization matrix 

J = number of temperature sensors 
k = thermal conductivity (W/mC) 

M = number of discrete measurement 
times 

n = outward normal vector 
p = number of spatial heat flux parame­

ters 
q = heat flux (W/m2) 
q = estimated heat flux (W/m2) 
r - number of future time steps 

Se = mean-squared error (W/m2) 
S"„ = regularization sum-of-squares 
Sr

m = function specification sum-of-
squares 

s = surface coordinate (m) 
T = temperature (°C) 
t - calculated temperature (°C) 
t = time (sec) 

W = weighting constant ((°C) - 2) 
X = pulse sensitivity coefficients (°C/ 

(W/m2)) 
Y = measured temperature (°C) 

a0 = regularization parameter (zeroth 
order, (W/m2)"2) 

a, = regularization parameter (first or­
der, (W/m2)"2) 

Ate = measurement time step (sec) 
aT = standard deviation of temperature 

(°C) 
p = density (kg/m3) 

(j)k = basis function 

Subscripts 
x = in direction of x-axis 
y = in direction of y-axis 
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which interpolates the selected parameters at all the surface 
nodes. The function q(s, t) is approximated by piecewise poly­
nomials, of similar or different order, over each surface segment 
(between the surface parameter nodes), 

p 

q(s, 0 = X <j>k(s)qk{t), (6) 
k=\ 

where p is the total number of spatial parameters, (f>k(s) is 
the basis function which can be constant, linear, or quadratic 
functions between sk and sk+i, and zero elsewhere. The time-
dependent function qk(t) = q(sk, t) in Eq. (6) represents the 
heat flux history at the feth parameter node. Equation (6) pro­
vides a spatial approximation of the surface heat flux distribu­
tion. The piecewise-polynomial function, which can be a combi­
nation of polynomials of different degrees, is used to approxi­
mate (parameterize) the spatial distribution of the unknown 
surface heat flux. 

3.1.2 Time-Dependent Heat Flux Approximations. The 
time-dependent approximation of the surface heat flux is carried 
out by discretizing the continuous functions qk(t) in Eq. (6). 
For convenience, the time interval t0 < t :£ tM is divided into 
uniform sub-intervals, each of length Ate = {tM - t„)IM with 
the discrete coordinate tm = mAte, (m = 1, 2, . . . , M). The 
time steps at which the heat flux is estimated are arbitrary and 
for convenience are typically selected based on the measure­
ment time step. If the heat flux is desired at intervals other than 
the measurement time step, interpolation could be used. The 
time-dependent function qk(t) at the spatial location sk is ap­
proximated by stair-wise steps on time by 

qdt) = (qk,u qk,2, . . . , qk,m, . . . , qkM) (7) 

where qkjn = qk{tm) is the value of q at the fcth parameter 
location and at time index m. The choice of piecewise constant 
segments on time is consistent with the function specification 
method (FSM). In the FSM the heat flux is assumed constant 
over r-future time steps (discussed below). Since a typical 
problem has hundreds or thousands of measurements on time, 
assuming a more elaborate function on time will not signifi­
cantly enhance the method (Beck et al., 1996). Therefore, the 
global approximation of the surface heat flux at time tm is given 
by 

p 

q(s, tm) = X <l>k(s)qk,m. (8) 
4 = 1 

The flux components qkM are the unknown surface heat flux 
parameters to be estimated. The parameters qkjn are estimated 
simultaneously in space, index k, and sequentially in time, index 
m. The approximating model for the surface heat flux q{s, t), 
over time and space, involves the following parameters: 

q r = [qi, q2, •• •, qm, • • • , qM] (9a) 

1m = [qijn, ?2,m. • • • , « t , m , • • • , ftp.m] • ( 9 * ) 

The goal of the inverse problem is to estimate the components 
qk,m> k = 1, 2, . . . , p and m = 1, 2, . . . , M from the interior 
temperature measurements. 

3.2 Objective Function. A sequential-in-time procedure 
is used to estimate the surface heat flux parameters. The time 
domain t„ == t < tM is divided into analysis intervals each of 
length tm~x •& t == ?m+r„i where r is the number of future time 
steps. The parameters qki„, for k = 1, 2, . . . , p are estimated 
simultaneously for each analysis interval. 

It is assumed that the parameter vectors qi, q2,. . . , qm-i have 
been estimated and the task now is to estimate the unknown heat 
flux vector qm for the next analysis interval (tm-u tm+r^i). The 

combined function specification and regularization objective 
function for the analysis interval (tm~i, tm+r-\) is given by 

Sm(q) = SJ,(q) + S£(q) (10a) 

where Sr
m(q) is the function specification sum-of-squares func­

tion 
J r 

«.(q) = X X W/J[1W,-I " r^+ ,_,(q)]2 (KM.) 
j=\ 1=1 

and S",(q) is the Tikhonov regularization sum-of-squares func­
tion, 

p p 

S7„(q) = a0 X (ft.m)2 + a, X («*.», ~ <?*-i,m)2. (10c) 
k=\ 4 = 2 

The objective function combines the function specification 
and regularization methods. The first part of the objective func­
tion (Eq. \0b) reduces the difference between the measured 
and calculated temperatures, in the least squares sense, over the 
analysis interval. The second part of the objective function (Eq. 
10c) introduces a regularization effect in space and constrains 
variations in the estimated components. 

The first term in the regularization part (Eq. 10c) is the 
zeroth order regularization, which has the effect of suppressing 
or eliminating the oscillations in the estimated values. The sec­
ond term is the first order regularization, which reduces the first 
differences in the spatial variation of the estimated parameters. 
There are no explicit time regularizations of the zeroth and first 
order in Eq. (10c). 

3.3 Minimization of the Objective Function Sm(q). For 
the function specification method, a temporary assumption that 
q is constant over r future time steps is used 

q»i = qm+i = . . . = q m + r - i - ( 1 1 ) 

Other assumptions on the functional form of q (linear, parabolic, 
or other approximation) are possible, see Beck et al. (1996). 
Beck's work showed that assuming higher order functions on 
time, over the r future time steps, did not significantly improve 
the estimated heat flux for the one-dimensional IHCP. Hence, 
the simplicity of the constant assumption over r future time 
steps is selected for the present method. The number of future 
time steps selected serves as regularization to stabilize the solu­
tion. Hence, for larger values of r, the solution is regularized 
more. Typical values of r range from 4 to 12, depending on the 
problem. The effect of r is discussed in Scott and Beck (1989). 

In each analysis interval, linearization is introduced by evalu­
ating the thermal properties at time tm-x. With the assumption 
that q is constant over r future time steps, Eq. (11), the tempera­
tures TjM+i^(q) can then be represented in a Taylor series as 

7},m-H-i(q) = 7 } , , , , ^^* ) + X XjjjAqk„ (12a) 
k-=\ 

where q* is an initial heat flux vector. The change in the heat 
flux and sensitivity coefficient are 

Aqk.m = qk,m ~ qtm (126) 

v dj,m + i-\ , *~ \ Xi.i* = —^. (12c) 
oqk,„, 

where X is the pulse sensitivity coefficient. The difference, 
Aqkim, represents a correction in the heat flux. Since the thermal 
properties are temporarily held constant, the problem is tempo­
rarily linear. Consequently, Eq. (12) is exact and no iteration 
is required for the calculations of the correction Aqk%m. This 
equation is used for the direct inverse problem as discussed 
below. 
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Substituting Eq. (12a) into (106) and differentiating Sm(q) 
with respect to the unknown parameters and setting the resulting 
equations to zero gives the following: 

^ = 2Siw„ 
p 

X {[7},„,+j-i(q) - 1W.--1 + I -^•..•,tA^,m]XWi,} 
* = i 

+ 2[a0i?(,m + ai(-?/-!.,» + 2a(,„, - g,+i,m)] = 0 (13) 

where I = I, 2, ..., p. There are (p X 1) parameters to be 
estimated for each analysis interval. 

After some algebraic manipulations, Eq. (13) is reduced to 
the following matrix equation which is a system of algebraic 
equations: 

[X'WX + (a0HjH0 + a!H[H,) ]Aq 

= X 7 \ V ( Y - T * ) (14a) 

Aq = ( q - q * ) , and T* = T(q*) (\4b) 

where X is the sensitivity matrix, W is a symmetric weighting 
matrix, and H0, and H, are the zeroth, and first order regulariza-
tion matrices. The regularization matrices are given in Beck et 
al. (Chapter 4, 1985). 

Equation (14a) represents the normal equations for the esti­
mation of the unknown parameters. In Eq. (14a), if the regular­
ization parameters (a0, a.\) are set equal to zero, the solution 
procedure is reduced to the sequential function specification 
method. On the other hand, the combined function specification 
and regularization method is appropriate for the following cases: 
(1) where there are large and sharp variations in the spatial 
distribution of the surface heat flux; (2) for a relatively large 
number of parameters compared to the number of sensors, i.e., 
estimating a number of parameters that is greater than the num­
ber of sensors. 

The solution of Eq. (14a) marches forward in time by first 
solving for the heat flux correction vector Aq and then updating 
the heat flux distribution q = Aq + q*. The heat flux vector 
q * can be any arbitrary vector. However, q * = 0 is a common 
choice. The estimated vector is retained only for the first time 
interval tm. Then time index m is increased by one time step 
and the solution process is repeated by marching in time until 
the last unknown vector qM is estimated. Retaining more than 
one component is possible, but has not been extensively studied. 

3.4 Sensitivity Equations. To utilize the inverse heat 
transfer algorithm given in Eq. (14a), it is necessary to obtain 
values of the sensitivity coefficients. The sensitivity equation 
method is used for the calculations of the sensitivity coefficient 
in Eq. (12c). In the calculation of Aq using Eq. (14a), the 
sensitivity matrix X is found with the thermal properties fixed 
using the temperature at the previous time step tm~\. In the 
next time interval analysis for estimating Aq at the next time 
step, X is updated. For temperature-independent thermal proper­
ties, the sensitivity coefficients are the same for each analysis 
time interval (f„,~i, tm+r-x), consequently, sensitivity coeffi­
cients are computed only for the first analysis interval. 

The sensitivity equations are found using the mathematical 
model in Eqs. (1) —(4) with the following modifications intro­
duced: 

1 The analysis time interval is (f„,_j < ; < tm+r-i). 
2 The initial condition T„(x, y) in Eq. (4) is replaced by the 
estimated temperature at time index m - 1. In case m = 1, the 
initial temperature distribution is used. 
3 The heat flux function q(x, y, t) in Eq. (3) is 

/' 
q(x, y, t,„) = q(s, tm) = X (kk(s)qk,m- (15) 

k=l 

4 The heat flux is assumed constant over the analysis time 
interval 

qra - qm+i = . . . = qm+r-i- (16) 

5 The thermal properties k and pcp are evaluated at the temper­
ature at time m - 1 and held constant for the analysis interval 
('m-i. tm+r-\). This means that the thermal properties are evalu­
ated at the temperatures at the time tm- i during the r future time 
steps, but it does not mean that the properties are the same at 
every location. This results in the problem being temporarily 
linear. 

The sensitivity equations are obtained by differentiating Eqs. 
( l ) - ( 4 ) , with the above five modifications, with respect to 
qkjn and defining Xk = (dT(x, y, t))/(dqkt„,). After differentiat­
ing the following equations are obtained: 

1 d ( ,- ndXk(x,y,t)\ 

. d ( t ,dXk(x,y,t)\ - ^ dXk(x, y, t) 
+ 7T ky(Tm-i) = pcp(Tm-i) 

(x, y) in CI, (*„,_, < t s fm+r-i) (17) 

with the boundary conditions 

_ dXk{x, y, Q _ dXk(x,y, t) 
"x,i ~ H-X »W,| ^ fly 

ox ay 

+ hiXk(x,y,t) = 0 ( / = 1 , 2 , 3 ) (x,y)inTi, 

(*,„_,< I s tm+r-i) (18) 

,,+ , 8Xk{x, y, t) - , 8Xk{x, y, t) 
-h(,Tm-\) 7. nx - ky(Tm-i) ny 

ox oy 
= <M*) (•*> y) i n r4> (tm-\ < t =S fm+r_,) (19) 

and the initial condition 

Xk{x,y,tm^) = 0 (x, y)infiur (20) 

for k — 1, 2, . . . , p. There are p sensitivity equations. 
The kth sensitivity problem, Eqs. ( 1 7 ) - ( 2 0 ) , is exactly the 

same as the direct problem in Eqs. (1) - (4) with three simplifi­
cations. First, the initial condition for all sensitivity equations 
is zero. Second, the heat flux distribution q(x, y, t) in Eq. (3) 
is replaced by the &th basis function <f>k(s) in Eq. (19). Third, 
the known boundary conditions in Eq. (18) are homogeneous. 

The numerical computations for the sensitivity coefficients 
are also simplified because (1) the sensitivity conductivity ma­
trix and the capacitance matrix in the finite element formulation 
do not change over r future time steps and (2) these matrices 
are the same as for the temperature problem, therefore reducing 
the computations required. 

Similarities between the temperatures and the sensitivity 
equations permit the use of the same direct problem solver for 
the solution of both problems after the required adjustments are 
made for the initial temperatures and boundary conditions for 
each problem. The sensitivity equation method is typically more 
accurate than the finite difference approximation of the sensitiv­
ity coefficients, Beck and Arnold (1977, Chapter 7). The sensi­
tivity equation approach removes the dependence on the numer­
ical step size of the finite difference approximation. In situations 
that require significant effort to solve the sensitivity equations 
the finite difference approximation may be adequate and much 
less work to implement. However, care must be used to guard 
against numerical errors when using a finite difference approxi­
mation. 
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3.5 Computer Program. The algorithm described herein 
is implemented in the computer program QUENCH2D written 
at Michigan State University, Osman and Beck (1989b). The 
finite element code TOPAZ2D (Shapiro, 1986) was modified 
into a direct problem solver subroutine for the calculation of 
temperatures and sensitivity coefficients. The direct problem 
solver was then linked with inverse algorithms to produce the 
powerful estimation program. 

4 Test Cases 

4.1 Simulated Data. A numerical experiment is pre­
sented to demonstrate the method. Figure 1 shows a schematic 
of the geometry considered, which models the axisymmetric 
cylinder wall of an internal combustion engine. The objective 
is to estimate the heat flux on the inside of the cylinder wall 
from temperature measurements on the backside. The surface 
heat flux generated by the combustion gases is modeled using 
three spatial components. All other surfaces are assumed to be 
insulated. Six sensors measure the simulated temperature along 
the back of the cylinder wall. The thermal conductivity is as­
sumed to be temperature dependent and represented as follows: 

1000-

k(T) = k„ + (jfc, - k0) 
T 

T>- T„ 
(21) 

where k0 = k(T„ = 0°C) = 2(W/m - C) and kx = k(Tx = 
1000°C) = 22 (W/m - C). The thermal conductivity varies 
nearly an order of magnitude during the simulated experiment, 
which has a maximum temperature change of 750°C. Although 
this variation is not typical of most materials, it provides a 
stringent test for the method and linearization procedure. The 
volumetric heat capacity was assumed constant pcp — 3.8 X 
106 J/m3C. A finite element program (TOPAZ2D) is used to 
generate the simulated temperature data for this nonlinear test 
case and the data are shown in Fig. 2. 

Two analyses of the simulated data are discussed. In the first 
analysis the heat flux is estimated using "exact" data. The data 
for the second analysis is corrupted with additive, normally 
distributed, and zero mean random errors with a standard devia­
tion of oT = 5.0°C. The estimated heat flux computed using 
"exact" data is shown in Fig. 3(a) for r = 3 future steps and 
no spatial regularization (o0 = ax = 0). Fig. 3(b) shows the 
estimates from the analysis with measurement errors. The num­
ber of future time steps is r = 12 for (r < 5 seconds), r = 10 
for (5 < t < 75 seconds), and r = 8 for (75 seconds < t). 
Spatial regularization was used for this case, a0 = 5.0 X 10~7 

and ax = 0. The general effect of r and the spatial regularization 
are discussed in Scott and Beck (1989). Both of the analyses, 
with and without measurement errors, are briefly discussed next. 

. Sensor Location ™^™»%«»™» 

Fig. 1 Geometry and sensor locations for simulated experiment 
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Fig. 2 Simulated experimental data for <rT = 0 

The surface heat flux is very accurately estimated with the 
exact data (Fig. 3(a) ) , including the areas of peaks or sudden 
changes in the heat flux. (The heat flux is positive in the direc­
tion of the outward pointing normal.) This accuracy is obtained 
even though the problem, which is highly non-linear, is tempo­
rarily linearizing during the sequential analysis (r-future time 
steps). Since the problem is linearized, iteration is not required. 
Consequently, the computational time is greatly reduced, with­
out significantly affecting the accuracy. Notice also that the 
dimensionless time step (Fourier number) is small (aAt/L2 «s 
0.1), which represents a difficult problem, Beck et al. (1985). 
Spatial regularization was not required for this case (a0 = ax 

= 0) because the number of sensors was larger than the number 
of estimated heat flux components. Also, the data was expected 
to have small errors (actually "exact" for this case). 

In the analysis with measurement errors (Fig. 3(b)) the heat 
flux is also accurately estimated. A measure of the accuracy, 
since the true value is known, is the mean-squared error 

S2. = 2 [f(t,) - q(t,)V (22) 

where <?(?,) is the estimated component and q(tt) is the true 
value (Beck et al., 1985). This measure of the error represents 
the variance of the estimation and the bias of the estimation 
algorithm. The mean-squared error for each component is given 
in Fig. 3(b). These mean-squared errors are within four percent 
of the maximum heat flux for the respective components. The 
additional future time steps used, compared to the analysis of 
exact data, reduces the effect of the measurement errors. Using 
fewer future time steps produces oscillations in the estimates. 
The effect of using more future time steps (given above), com­
pared to the analysis with exact data, is seen by comparing the 
estimates with the exact values at the peaks (t = 40 and t = 120 
seconds). When more future time steps are used the estimation 
algorithm anticipates changes in the heat flux, which results in 
the smoothing of variations in the heat flux (Beck et al., 1985). 
Anticipation of the heat flux is a common effect seen when 
using FSM. The estimated component is computed assuming 
that the heat flux is constant over the analysis interval. Conse­
quently, if the actual heat flux is increasing (or decreasing) the 
estimated component will reflect this by biasing slightly high 
(or low). Hence, the method anticipates changes in the heat 
flux. The larger the number of future time steps, the earlier the 
method anticipates the change in the heat flux. These issues are 
discussed in Scott and Beck (1989). 

The errors seen in Fig. 3(b) are due to the nature of the 
inverse problem. It is not possible to replicate the exact flux. 
In fact, to obtain a solution, stability must be introduced due to 
the sensitivity of the inverse problem to measurement errors. 
Hence, to stabilize the problem and reproduce the general shape 
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Fig. 3 Estimated heat flux for simulated experiment with k{T): exact 
data (o-T = 0 and r = 3); measurement errors (o> = 5°C and r = 12 [t < 
5 sec); 10 (5 < t < 75 sec) and 8 (75 < t < 160 sec) 

of the heat flux, regularization is required. The use of regulariza-
tion results in the smoothing of fluctuations and biasing in cer­
tain regions. 

The previously discussed cases were analyzed on a Pentium 
P5-100 MHz computer. The finite element discretization used 
250 elements and 160 time steps. The analysis required approxi­
mately five minutes of computational time. 

4.2 Experimental Data. A schematic of an experimental 
set-up, which was used to estimate the thermal properties of 
the carbon-carbon composite material, is shown in Fig. 4. By 
measuring the transient temperatures and power supplied to 
the mica heater assembly, the thermal properties (orthotopic 
thermal conductivity and volumetric heat capacity) of a carbon-
carbon composite were measured, Dowding et al. (1996). In 
this paper, using the same experimental data, the opposite prob­
lem is considered; the surface heat flux is recovered using the 
measured thermal properties and transient temperature measure­
ments. 

The thermal model of the experimental set-up is shown in 
Fig. 5. All outer surfaces are assumed to be insulated, except 
the surface where the energy is introduced by the heater. The 
energy to the heater is assumed to divide equally between the 
two symmetric halves and emanate from the middle of the 
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Fig. 4 Experimental set-up with measured surface heat flux 

heater assembly (y = -0.042 cm); see Fig. 4. The heater assem­
bly contains three independently controlled heaters. Only one 
of the three heaters is energized (active heater in Fig. 4, the 
other two heaters are identified as inactive). The temperatures 
are averaged on opposite sides of the heater assembly to deter­
mine the temperature at each location. The sensor are located 
along y = 0 at x = 0.89, 1.91, 3.18, 4.45, and 6.73 cm and 
along y = 0.91 cm at x = 1.27 and 6.35 cm. 

The unknown surface heat flux is parametrized. For this case, 
the heat flux is assumed to exist only on the y = -0.042 cm 
surface (at the midplane of the mica heat assembly) and all 
other surfaces are assumed insulated. Two cases are examined. 
The first has six spatial heat flux components defined for this 
surface, each 1.27 cm in length. The second case reduces the 
number of spatial components to four. The first two components 
are the same as the previous case, while the last four component 
are paired (q3 + qA -> q3, q5 + q6 -* q4) to reduce four compo­
nents to two. The heat flux is assumed to be constant over each 
spatial component, but varying with time. 

The low thermal conductivity (k = 0.1 W/m - C) mica heat 
assembly significantly increases the difficulty of this problem. 
This makes the IHCP more difficult for two main reasons; the 
information used to determine the heat flux at the surface is 
damped and delayed. Because the sensors are above the plane 
of the active heater element, the effect that the heat flux has at 
the sensor location is lagged in time and the magnitude of the 
effect is damped (smaller). The farther away from the surface 
the sensor(s) is (are) moved, the more pronounced are the 

q" = 0 

o ! 
\rraiuii' insulation 
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1,13 
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3,8 4,9 5,10 6,11 

2,14 
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(0-1.27) </2 
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Fig. 5 Model of experimental set-up 
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lagging and damping effects. Consequently, the estimation 
problem is more difficult. 

Figure 6(c) shows the six heat flux components estimated 
as a function of time and position. The measured heat flux 
applies for the components (qx, q2) in range 0 < x s 2.54 cm, 
otherwise the heat flux is zero. This estimation problem with 
experimental data is unique, in that the values being estimated 
are accurately known. Hence, a comparison is possible between 
the estimated and known (measured) heat flux using real (ex­
perimental) data. The estimated component qu q2 closely ap­
proximate the measured values, even where the heat flux has 
the step change in time. These components are within four 
percent, outside the region of the step change; errors are under­
standably larger at the step change. The other four components 
have a comparable error, relative to the maximum heat flux, 
with the exception of component q5. The mean-squared error, 
Eq. (22), for each component is listed in Fig. 6(a) . The inaccu­
racy in component q5 is the result of a sensor not being located 
on the region of this component (see Fig. 5) . Hence, less infor­
mation is available for estimating this component and the results 
reflect this. In practice, the number of components that can be 
accurately estimated without spatial regularization is less than 
or equal the number of sensors, for this case five. Estimation 
of six spatial components was presented to illustrate this point. 
When the number of spatial components are reduced to four, 
the overall results are better, see Fig. 6(b). The estimated com­
ponents qx, q2 are comparable to the previous estimation. The 
other two components closely approximate a zero flux. 

21000-

17000-

E 

time (seconds) 

i 

40 60 BO 
time (seconds) 

Fig. 6 Comparison of estimated and measured surface heat flux: a) six 
estimated components; b) four estimated components. 

For the two-dimensional estimation, the number of future 
time steps is varied over the duration of the analysis. In general, 
the number is chosen to be small in regions of an abruptly 
changing heat flux and larger where the variation is more grad­
ual. The number of future time steps, r, is r = 6 (0 < t < 13.4 
sec), 3 (13.4 < t < 17.9 sec), 8 (17.9 < t < 53.1 sec), 3 
(53.1 < t < 56.3 sec), and 8 (t > 56.3 sec). Selecting the 
number of future time steps and magnitude of the regularization 
parameter (a0 , «i) is done by observing the residuals. The 
residuals are the difference between the measured and calcu­
lated temperatures. Using the residual principle (Alifanov, 
1994), the number of future time steps and the regularization 
parameter were selected such that the sum-of-square, Sr

m, Eq. 
(10b) is reduced to the magnitude expected based on the mea­
surement errors. 

5 Summary and Conclusions 

A method is presented for the solution of a general nonlinear, 
two-dimensional inverse heat transfer quenching and many 
other problems. The objective is to provide estimates of the 
surface heat flux distribution by using transient temperature 
measurements at appropriate interior locations inside the body. 
The method was implemented with a finite element program 
allowing for two-dimensional planar or cylindrical axisym-
metric geometries with irregular boundaries that can be ana­
lyzed. 

The combined function specification and regularization 
method is used for the solution of the inverse problem. A se­
quential-in-time estimation procedure is used for the solution 
of the inverse problem. A piecewise polynomial function, which 
can be any combination of the same or different degree polyno­
mials, is used for the parameterization of the spatial distribution 
of the unknown surface heat flux. This has greatly improved 
the flexibility in the functional form for the heat flux that is 
specified. 

The sequential-in-time procedure uses a quasi-linear approxi­
mation in the calculations of the temperatures and sensitivity 
coefficients, and formulation of the solution method. This con­
ceptually results in substantia] reduction of the computer time 
and storage requirements. The thermal properties were held 
constant during the calculations of temperatures and sensitivity 
coefficients in each analysis interval. This procedure eliminates 
iterations and reduces the extensive calculations necessary for 
the reformulation of the finite element conductivity and capaci­
tance matrices. 

Test cases presented verify the application and the accuracy 
of the methods. Using both numerically simulated data and 
experimental data for a case, where the boundary condition was 
measured, the surface heat flux was accurately reproduced. 
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A Stochastic Lagrangian Model 
for Near-Wall Turbulent 
Heat Transfer 
The modeling of near-wall turbulent heat transfer necessitates appropriate descrip­
tion of near-wall effects, namely, molecular transport, production of turbulence by 
inhomogeneities, and dissipation of the temperature fluctuations by viscosity. A sto­
chastic Lagrangian model, based on the velocity-composition joint probability density 
function (PDF) method, has been proposed. The proposed model, when compared 
with experimental and direct numerical simulation (DNS) data, overdamps the dissi­
pation of the temperature fluctuations in the inertial sublayer, but reaches the correct 
limit at the wall. The performance of the model has also been compared to the 
standard k-e and the algebraic Reynolds stress model (ARSM)for both constant heat 
flux and constant temperature boundary conditions at large Reynolds numbers. The 
Lagrangian nature of the model helps eliminate numerical diffusion completely. 

Introduction 
The velocity-composition joint PDF method (Pope, 1985) 

is an important tool for the computation of turbulent reactive 
flows. Starting with the conservation equations for mass, mo­
mentum, energy, and concentrations of various species (for 
chemically reactive flows), a single transport equation can 
be derived for the joint probability density function of veloc­
ity and composition,/^(V, ifi; x, f), as described by Pope 
(1985). The quantity f„^dVdift represents the probability that 
V s U =s V + d\ and tft =s $ < if/ + dtji occur simultane­
ously, where U is the velocity vector, <I> is the set of all 
scalars (temperature or enthalpy, and concentrations), and 
V and i^ are independent sample-space variables correspond­
ing to U and $ , respectively. The transport equation for the 
joint PDF is a multidimensional partial differential equation, 
and cannot be solved efficiently by traditional finite-differ­
ence or finite-volume techniques, and the Monte-Carlo 
method is used instead. In this method, the fluid within the 
whole computational domain is discretized into representa­
tive "particles" (or samples). These particles then move 
with time and their motion is governed by their Lagrangian 
momentum equations which are recast in such a way that the 
forces acting on these representative particles are modeled 
after stochastic processes. The detailed equations for particle 
transport may be found in Pope (1985). The particles carry 
with them all passive scalars. Transport of energy will be 
discussed in this article. 

During the last two decades, the velocity-composition joint 
PDF method has been used effectively to predict hydrody-
namic and scalar fields in free-shear flow situations, namely, 
jet flames, mixing layers, and wakes (Janicka et al., 1978; 
Lockwood and Naguib, 1975; Anand and Pope, 1987; Haw-
orth and Pope, 1987). Recently, the method has been applied 
to wall-bounded isothermal inert flows by Mazumder and 
Modest (1997) and by Dreeben and Pope (1995). The 
method has yet to be applied to scalar transport in near-wall 
regions of a turbulent flow. This article describes a methodol­
ogy for incorporating scalar transport using the velocity-com­
position joint PDF method to wall-bounded turbulent flows. 

Contributed by the Heat Transfer Division for publication in the Journal of 
Heat Transfer. Manuscript received by the Heat Transfer Division March 15, 
1996; revision received September 5, 1996; Keywords: Enclosure Flows, Forced 
Convection, Modeling & Scaling, Numerical Methods, Turbulence. Associate 
Technical Editor: Y. Jaluria. 

Exact Lagrangian Description 
In near-wall regions in a turbulent flow, two very important 

effects come into play. First, molecular transport starts to domi­
nate as the wall is approached. Secondly, the turbulent fluctua­
tions, which are primarily generated in the inertial sublayer 
due to nonlinear interactions, are completely damped out by 
viscosity in the viscous sublayer. The first of these two effects 
can be treated exactly by deriving the exact Lagrangian equation 
for a fluid particle. The second effect will be discussed in detail 
in a later section. 

Consider a fluid particle moving through space with position 
xf(t), velocity Uf(t), and temperature T*(t). This is the La­
grangian description of the fluid particle. The Lagrangian tem­
perature, T*(t), is related to the Eulerian temperature field, 
T(Xj, t), by the relationship 

7?(r) = T[x, =x?(t),t}. (1) 

The increment in temperature of a particle, AT*, over a time 
At may be obtained by performing a Taylor series expansion, 

dT dT 1 d2T 
AT*= — At + — Ax*+ — Ax* Axf + . 

at ax, 2 dxt axj 
(2) 

where the second-order temporal term has been neglected be­
cause later on, only a first-order accurate time-marching scheme 
will be used to solve the final governing equations. If a particle 
is introduced into a fluid stream, it will be convected along the 
stream according to the Lagrangian equation 

A** = UfAt = U,[Xi = x*(t), t]At. (3) 

In the absence of convective transport, the particle could 
move by molecular mechanisms alone. At large Reynolds num­
bers, these molecular transport forces are very weak compared 
to the convective forces, and are typically neglected. In regions 
close to the wall, these forces become large, and need to be 
included. Einstein (1926), during his studies on Brownian mo­
tion, first suggested from a stochastic viewpoint that a particle 
in a stagnant fluid would move following the equation 

Axf = V27 AW,, (4) 

where Wt is an isotropic Wiener process, and v is the kinematic 
viscosity of the fluid. The Wiener process is a nondifferentiable 
function, which, when integrated over time, yields a random 
number drawn from a standardized Gaussian distribution with 
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zero mean and a variance equal to the time interval over which 
the integration has been performed. For details pertaining to the 
Wiener process and other stochastic processes and terminology, 
the readers are referred to the two texts by Karlin and Taylor 
(1975, 1981). In the presence of both convection and molecular 
transport, the increment of a particle's position would be ex­
pressed as 

Ax* = UfAt + J2v AW,. (5) 

In addition to the aforestated properties, the Wiener process 
also has the following property (Einstein, 1926): 

AWiAWj = SyAt, (6) 

where S,j is the Kronecker delta. Substituting Eq. (5) and (6) 
into Eq. (2) , and retaining terms up to order At, we have 

AT* 
dT dT oi i— 

At + — {UfAt + ilv AW,) + v 
dxt 

d2T 

dx, dxt 

At. 

(7) 

In the absence of chemical reaction, and neglecting viscous 
dissipation, radiation and pressure-work, for constant thermo-
physical properties, the instantaneous Eulerian energy transport 
equation is given by 

dT &£ _ d2T 

dt dx( dxt dx, 
(8) 

where aH is the thermal diffusivity of the fluid, and is expressed 

aH = \lpCp, (9) 

where \ is the thermal conductivity, p is the density, and Cp is 
the specific heat capacity at constant pressure. Substitution of 
Eqs. (3) and (8) into Eq. (7) yields 

AT* = (aH + v) 
f-T dT 

At + ^AWt oxi dxt dx, 
(10) 

Equation (10) is the exact Lagrangian energy transport equa­
tion for a fluid particle, whose molecular motion has been mod­
eled after a stochastic process. The instantaneous Eulerian tem­

perature can be decomposed into its mean and fluctuating parts 
and used in Eq. (10) to yield 

AT* = {aH + v) 
d2T dT Af + V > A W , — 

ox, dxt dxt 

+ (aN + v) 
d2T' dT' 

At + jlv AW, 
dx( dx, dx, 

( I D 

where the overbars denote Eulerian mean quantities, and the 
primes denote fluctuations. The first two terms can be calculated 
exactly by averaging over Monte-Carlo cells and then by fitting 
splines as described by Mazumder and Modest (1997). The 
last two terms need to be modeled for complete closure. 

Deterministic Model for Fluctuations 
To model velocity fluctuations, the Langevin model can be 

used effectively. The same model, however, causes unbound-
edness of scalars such as temperature (Pope, 1985). The tem­
perature space, unlike velocity space, is a bounded sample 
space, the bounds being provided by the Second Law of Ther­
modynamics. The Langevin model does not take this constraint 
into account and, therefore, cannot be used to model tempera­
ture fluctuations. In the seventies, Dopazo (1975) proposed 
a deterministic model for scalar fluctuations in homogeneous 
turbulence. His model is expressed as 

d<t> 
dt 2 Tj, 

(12) 

where <j> is any passive scalar and r^ is the time-scale for the 
dissipation of scalar fluctuations. In homogeneous turbu­
lence, the first two terms on the right-hand-side of Eq. (11) 
are absent and consequently, Eq. (12) is actually a model for 
the last two terms on the right-hand-side of Eq. (11). Equa­
tion (12), upon multiplication by </>'=</>* — <j>, and some 
manipulation, yields 

dt 7 > 
(13) 

The above model, when used for the temperature, suggests 
that the mean-square temperature fluctuations will decay expo­
nentially with time in homogeneous turbulence. In regions close 

Nomenclature 

a,, b,, ct = arbitrary constants in asymp­
totic expansion 

A = constant in thermal wall-
function 

Cp = specific heat capacity at con­
stant pressure 

C„ = constant in turbulence model 
f„^ = velocity-composition joint 

PDF 
H = channel half-height 
k = turbulent kinetic energy 
n = time index 

Pr = Prandtl number 
Pr, = turbulent Prandtl number 
qw = wall heat flux 
qw = nondimensional wall heat 

flux 
Rj = standardized Gaussian ran­

dom number 
R„T = notation for u\Tlu^T* 

ReH = Reynolds number based on chan­
nel half-height 

t = time 
T = instantaneous Eulerian tempera­

ture 
Tt = inlet bulk temperature 
T = mean Eulerian temperature 

T* = Lagrangian temperature 
T' = temperature fluctuations 
Tw = wall temperature 
T% - wall conduction temperature 
£7, = mean Eulerian velocity in the j'th 

direction 
u\ = velocity fluctuation in the j'th di­

rection 
Uf = Lagrangian velocity in the ith di­

rection 
U = instantaneous Eulerian velocity 

vector 
Msjs = friction velocity 
W, = isotropic Wiener process 
Xi = space variable 

x'f = position vector of a particle 
Xi+ = x2 normalized by vlu* 

Greek 
aH = thermal diffusivity 
S,j = Kronecker delta 
e = rate of dissipation of k 
K = Von Karman constant 
v = kinematic viscosity 
4> = arbitrary passive scalar 

9T, 0tj = nondimensional temperature 
9m = nondimensional bulk 

temperature 
0„ = nondimensional wall 

temperature 
8+ = root-mean-square temperature 

fluctuation normalized by T* 
p = density 
T = turbulent time-scale 

T$ = time scale for scalar dissipation 
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to the wall, the time-scale, as well as the mean temperatures, 
are strong functions of space, and need to be modified. This 
can be achieved by using thermal wall-functions and scaling 
arguments. 

Consider a wall lying on the plane, and let x2 be the 
normal distance from the wall. The predominant flow direc­
tion is Xi; x3 is the azimuthal direction in which, gradient of 
all mean quantities are zero. For such a case, in the inertial 
sublayer, the mean temperature is given by the expression 
(White, 1991) 

T = T 
pCpu% ^ l nfej+ A (14) 

where Tw is the wall temperature, qw is the wall heat flux based 
on the thermodynamic sign convention, and Pr, is the turbulent 
Prandtl number, K, the Von Karman constant, is equal to 0.42, 
and u* is the friction velocity given by (Launder et al., 1984). 

MA — C,, K (15) 

where k is the turbulent kinetic energy, and C^ is equal to 0.09. 
The parameter A in Eq. (14) is a function of trie Prandtl number 
of the fluid (Kader, 1981) 

A = (3.85 Pr1 1.3)2 + 2.12 In (Pr), (16) 

where Pr is the Prandtl number. In the viscous sublayer, the 
mean temperature is given by 

T = T 
pCpUx 

Pr 
^ 2 ^ * 

(17) 

Several authors have suggested that the time-scale for scalar 
dissipation, T^,, is linearly proportional to the turbulent time-
scale, r . Beguier et al. (1978) suggested that the ratio of these 
two time-scales, C$ = T/T^, assumes a value close to 2.0 for 
most shear flows. Experiments performed by Warhaft and Lum-
ley (1978) suggest that Q is not a universal constant. Warhaft 
(1980) suggested values of Q, in the range between 1.9 and 
3.1. This is still a topic of turbulence research and will not be 
dwelt upon further in this article. For the current study a value 
of 2.0 was used. The turbulent time-scale, r, is actually the 
time-scale for the dissipation of turbulent kinetic energy and is 
given by the ratio, kit, where e is the rate of dissipation of the 
turbulent kinetic energy. In inhomogeneous turbulence the time-
scale is a function of space and changes rapidly close to solid 
walls. In the near-wall layer, a good estimate of the dissipation 
rate is given by (Tennekes and Lumley, 1967) 

e = U%/KX2, (18) 

which upon combination with Eq. (15) and the use of the defi­
nition of the turbulent time-scale yields 

1 _ Cl/4km 

T KX2 

(19) 

It is useful at this point to investigate the modeled behavior 
of the temperature fluctuations as a function of the distance 
from the wall. In order to do that, we express velocity and 
temperature fluctuations as arbitrary functions of distance nor­
mal to the wall, x2, yielding 

u) at + b,x2 + c,x\ + 

and 

7" = aT + bTx2 + cTx\ + (20) 

where at, b,, c,, aT, bT, and cT are all arbitrary functions of Xi, 
Xi, and t. Application of no-slip, continuity, and zero tempera­
ture fluctuation at the walls yields 

and 

u[ = b\X2 + cxx\ + 

u2 — c2x2 + . . . , 

u'-i = b-t.x-1 + C3X2 + 

T' = bTx2 + cTx\ + . (21) 

Equation (12), when written for temperature and using Q, = 
7-/7-4,, yields 

dT* 

dt 
Cj> 

IT 
{J* - f ) . (22) 

The wall functions, which we are using here (Eqs. (14) and 
(17)), suggest that the mean temperature, T, is only a function 
of x2 and, therefore, for the near-wall region, Eq. (22) may be 
written as 

dT' 

dt 

dT' dx* 

dxt dt 

„ * dT' 

= ut — = 
dx2 

C^T' 

2T 
(23) 

where T' = T* — T represents the deviation of the particle 
temperature from the mean, and U* is the particle velocity in 
the direction normal to the wall. The particle velocity normal 
to the wall is a sum of the mean velocity and a fluctuation (both 
normal to the wall). Application of no-slip and continuity easily 
reveals that the mean normal velocity, V2, is zero, in the near-
wall region. The use of Eq. (21) for the normal velocity fluctua­
tion yields 

£/* = C2x$2 + 8(xf-3). (24) 

The coefficient, c2, will be negative if a particle moves toward 
a wall and positive if it moves away from a wall. According 
to Eq. (24), if a particle travels toward the wall, its velocity 
(and consequently, the normal velocity fluctuation) will de­
crease monotonically until it reaches the wall, where its ve­
locity will be zero. This, however, is not the correct picture, 
as shown earlier by Mazumder and Modest (1996). The parti­
cle's normal velocity actually reaches zero and changes sign 
even before the wall is reached. This can only be obtained 
by solving a system of ordinary differential equations for 
particle motion and taking all physical processes into ac­
count. For the current purposes, Eq. (24) gives a reasonable 
functional behavior of the normal velocity, especially since 
it does not violate any conservation laws or boundary condi­
tions. Substituting Eqs. (19) and (24) into Eq. (23), and 
retaining terms up to leading order yields 

dT' l/^3/4lAI2 c^'CTk 

2c2Kxf3 
(25) 

Using k = ulu'j/2, and Eq. (21), it can be shown that up to 
leading order, 

k = (bl±bl)xl 

which upon substitution into Eq. (25) yields 

dT' 

dx2 

C^'\b\ + b\)T = _CT^_ 

xi2' 4C2KX2*
2 

(26) 

(27) 

where the constant C has been introduced for brevity. Following 
the sign of c2, the constant C will be negative for a particle 
moving towards the wall, and positive for a particle • moving 
away from the wall. Integration of Eq. (27) from a given normal 
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location x*0, where the fluctuation is TJ, to an arbitrary location 
along a particle path, yields 

T = T^exp 
x2 •*2.0 

(28) 

Obviously, the modeled behavior of the temperature fluctua­
tions near the wall, shown in Eq. (28), is different from the 
modeled behavior shown by the asymptotic expansion in Eq. 
(21). The level of disparity will depend largely on the unknown 
coefficients. It should also be noted that the above analysis only 
accounted for dissipation of the fluctuations by viscosity. It did 
not account for transport or production of the fluctuations. In 
spite of all this, it reveals one very important characteristic of 
the proposed model: in the limiting case of x* -> 0, the tempera­
ture fluctuations are zero. This simple observation may appear 
trivial; however, it is not in the context of Lagrangian schemes 
and models. The proposed model (Eq. (22)) is an initial value 
problem in time, and not a boundary value problem in space 
where spatial boundary conditions can be easily implemented. 
Therefore, in such Lagrangian formulations, it is not always 
easy to ensure that certain specific conditions will be satisfied 
at a certain point in space. In Eulerian schemes on the other 
hand, spatial boundary conditions are easily implemented, but 
instantaneous information pertaining to the fluctuations cannot 
be obtained. They can only be obtained in an averaged sense. 

The problem of damping the turbulent fluctuations at the 
correct rate near walls has always been a challenge in the field of 
conventional turbulence modeling. In the past, ad hoc damping 
functions have been used to damp the Reynolds stresses in the 
viscous sublayer (Hanjalic and Launder, 1976; Launder et al., 
1984). Current formulations, such as the one by Durbin (1993), 
uses an elliptic relaxation technique. For heat transfer, this issue 
is not usually encountered simply because of the use of the 
Reynolds analogy for turbulent transport, which essentially im­
plies that the same damping functions that were used for the 
Reynolds stresses act to damp the turbulent fluxes as well. 
Nevertheless, in light of these problems in Eulerian turbulence 
models, it is not surprising that Lagrangian models will also be 
faced with similar problems. 

The complete modeled Lagrangian energy transport equation 
is obtained by replacing the "unclosed" terms in Eq. (11) by 
the following proposed model: 

AT* = {a„ + v) — — - At + &v — AW; 
oxi oXj oXi 

19* 
2 T 

(T* - T)At. (29) 

Euler-explicit integration of Eq. (29) yields 

d2T 
T*}"+1 = 7* |" + (aH + v) 

dxj dxj 

dT 
At + hvAt — 

dxi 
R< 

_ I £ £ ( T * | » _ T\")At, (30) 
2 T 

where Rt is a random number drawn from a standardized 
Gaussian distribution (with zero mean and variance equal to 
unity), n is the time-index, and Af is the time-step. Equation 
(30) is unstable for large At. The stability characteristics can 
be improved by using T* at n + 1 rather than at n in the last 
term in Eq. (30). Upon performing that step, we obtain 

r * I n+ 1 1 
1 + Q / 2 T 

T*\" + (a„ + y) 
d2T 

dxj Ox, 
At 

^2vAt 
dT_ 

dxj 2 T 
. (31) 

In the Monte-Carlo simulation, Eq. (31) is solved along with 
the hydrodynamic equations of transport. In the near-wall re­
gion, since the gradients change rapidly, the same equations 
after the aforestated modifications need to be solved using a 
higher order integration scheme. In the present context, a fourth-
order Runge-Kutta method was used. The reader is referred 
to Mazumder and Modest (1996) for details of the solution 
algorithm. 

Results and Discussion 

Validation of Model. Although the primary interest of the 
authors lies in large Reynolds number flows, data of any reliable 
nature are not available for Re > 104. Therefore, validation of 
the model has been carried out for low Re flows for which 
both experimental and DNS data are available. Following this 
validation, the performance of the model will be compared with 
conventional turbulence models at high Re. 

The test problem considered in this section is the same as 
the one for which Lyons et al. (1991) have provided direct 
numerical simulation (DNS) data, and Teitel and Antonia 
(1993) have provided experimental data. A hydrodynamically 
and thermally fully-developed flow is considered between two 
parallel plates. The lower plate is heated while the upper plate 
is cooled. The thermally fully developed state is attained by 
ensuring that the same heat flux that is supplied to the bottom 
plate is removed from the top one. The Reynolds number based 
on the channel half-height and the bulk-mean flow velocity was 
chosen as 2262, the same as the one that Lyons et al. used for 
their simulation. Using the properties of air at room temperature 
and a channel height of 21 mm (used by Teitel and Antonia) 
gives a bulk-mean velocity of 3.25 m/s. Lyons et al. used a 
Prandtl number of unity for their simulation, while Teitel and 
Antonia used the Prandtl number of air (0.712), which we have 
chosen to use. Since the results are eventually normalized by 
the Prandtl number, it is not expected to make a difference 
because the Prandtl number appears in a linear form in the 
governing equations. 

The hydrodynamic entry length for the problem under consid­
eration is in the order of a hundred times the channel height. 
To obtain the hydrodynamically fully developed solution, an 
isothermal case was run for a long channel of a length equal to 
hundred times the height, with an inlet plug velocity of 3.25 
m/s. Such an approach guarantees a bulk-mean velocity of 3.25 
m/s. An algebraic Reynolds stress model (ARSM) (Launder et 
al , 1984) was used as the turbulence model. The velocity profile 
at the outlet was then used as the inlet profile for an isothermal 
PDF Monte-Carlo simulation in a channel five times as long as 
its height. The process of taking the outlet profile and feeding 
it back as the inlet profile was repeated three times for this 
shorter channel. This approach was used to eliminate any differ­
ences in the fully developed velocity profiles arising due to the 
differences in the ARSM and the PDF model. Since the problem 
under consideration is incompressible, once a fully developed 
hydrodynamic field is reached it is not violated by any thermal 
gradients. Therefore, this preprocessed hydrodynamic field was 
used for the actual simulation, which was performed in a chan­
nel twice as long as its height. The thermal simulation was 
initiated by using the temperature profile provided by the ARSM 
as a first guess at all axial locations including the inlet. The 
simulation was repeated thrice after feeding the outlet tempera­
ture profile as the inlet in order to ensure that all effects of the 
initial guess was forgotten, and the turbulent statistics provided 
was indeed one that was simulated by the PDF model. 

A 10 X 80 grid was used for the PDF simulation. Ten points 
were considered sufficient for the axial direction since both 
flow and temperature fields are fully developed. In the normal 
direction, a much larger number of sampling bins were used, 
primarily because the goal of this section is to investigate the 
performance of the proposed model in near-wall regions. The 
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raw Monte-Carlo data were smoothed using two-dimensional 
least-square B-splines (DeBoor, 1978). The splines were also 
used to calculate all required spatial derivatives. The Monte-
Carlo simulation was performed with 100,000 particles. 

Figure 1 illustrates the behavior of the normalized root-mean-
square temperature fluctuations near the wall. The notation 9 + 

has been used for the quantity tT' 2IT*, where the wall conduc­
tion temperature, T*, is expressed as 

T* = 
pCpU* 

(32) 

where q„ is the supplied wall heat flux. The space variable 
normal to the wall, x%, normalized by flu*, has been denoted 
by x2+. It is clear that the proposed model overdamps the fluc­
tuations in regions away from the wall, i.e., in the inertial 
sublayer. However, very close to the wall, the correct behavior 
is replicated. This is consistent with the analytical observations 
made earlier. 

The normalized correlation between the fluctuating normal 
velocity and the fluctuating temperature has been illustrated in 
Fig. 2 for the near-wall region. In this case, only DNS data of 
Lyons et al. (1991) have been shown since they match the 
experimental data of Teitel and Antonia (1993) almost exactly. 
The quantity u'2T'lu^T* has been denoted by R„T- In this case 
too, the damping rate is overpredicted, but to a smaller degree. 
This has two probable causes. First, the model used for the 
velocity fluctuations in the viscous sublayer (Mazumder and 
Modest, 1996) is quite accurate and accounts for the anisotropic 
dissipation of the Reynolds stresses. Secondly, since the veloc­
ity fluctuation of a particle could correlate positively or nega­
tively with its temperature fluctuation, the error in the prediction 
of the decay rate of velocity-temperature fluctuations is not 
exactly proportional to the error in the prediction of the decay 
rate of the square of the temperature fluctuations. 

Comparison with Existing Turbulence Models 
The test problem considered for this purpose is that of a 

thermally developing, hydrodynamically fully developed, flow 
through a channel. The flow is assumed incompressible and 
two-dimensional in the mean. The channel is 1 meter wide 
and 10 meters long. The Reynolds number, based on the chan­
nel half-height, is Re# = 5 x 105. For the sample calculations, 
a Prandtl number of 0.7, and a turbulent Prandtl number of 0.9, 
were used. The incoming plug temperature was set to 1000 K. 
The method was tested for two different boundary conditions; 
a constant wall temperature boundary condition (with the walls 

1 ' ' 1 ' ' ' 1 
. • • • 

-

Y 
-

/ 
- DNS: Lyons eta). (1991) 

_ / _ 

, 1 

Fig. 2 Behavior of normal velocity-temperature correlation in the near-
wall region 

maintained at 300 K) and a constant flux boundary condition 
(with 1000 W/m2 rejected at both walls). 

The Monte-Carlo calculations, in this case, were performed 
using 20 X 10 Monte-Carlo cells and with 100,000 particles. 
In addition, to account for strong gradients near the wall, the 
cells adjacent to the walls were broken up into subcells to obtain 
more samples for spline fitting. The finite-volume £-e/algebraic 
Reynolds stress (ARSM) (Launder et al., 1984) calculations 
were performed using the commercial flow code Harwell-
FLOW3D with 20 X 20 finite-volume cells. The thermal wall 
functions (Eqs. (14) and (17)) were employed to calculate the 
wall temperature for the constant wall heat flux case and to 
calculate the wall heat flux for the constant wall temperature 
case. 

Figure 3 illustrates nondimensional wall heat fluxes, qw, and 
nondimensional bulk temperatures, #„,, obtained using the three 
different models for the case of constant temperature boundary 
condition. Nondimensional temperatures for the constant tem­
perature boundary condition and the constant heat flux boundary 
condition are denoted by 8T and 6q, respectively. They are de­
fined as 

T — T 

MT, - T) 
2qwH 

(33) 

In the above expressions, T„ is the wall temperature, Tt is 
the bulk temperature at the inlet, qw is the wall heat flux, and 
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Fig. 3 Nondimensional wall heat flux and nondimensional bulk tempera­
ture for the case of isothermal walls 
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H is the channel half-height. For the isothermal wall case, the 
nondimensional heat flux, qw, is defined as 

2q„H 

HT, - Tw) 
(34) 

The differences in results, obtained by the three methods, is 
partly due to the use of different turbulent models in the three 
different cases, and partly due to different numerical techniques 
used (Lagrangian Monte-Carlo versus Eulerian finite-volume). 
In k-e and ARSM calculations, the turbulent heat fluxes, 
pu\T, are approximated by using a Gradient Diffusion Hypoth­
esis (Tennekes and Lumley, 1967). However, the hydrody-
namic moments are calculated more accurately in the ARSM 
than in k-e, resulting in different flow fields. The difference in 
flow fields also led to different temperature fields. 

In the PDF method, no approximations are made. However, 
in the PDF method, for purposes of simplicity, a simple alge­
braic model has been used to calculate e (Mazumder and Mod­
est, 1997), as opposed to the k-e model and ARSM, where the 
modeled transport equation for e was solved. Figure 4 illustrates 
the corresponding temperature profiles. The profile obtained by 
the PDF method was plotted after spline smoothing. Both k-e 
and the ARSM profiles suffer a "smearing" effect due to nu­
merical diffusion associated with the use of upwind differencing 
schemes (Raithby, 1976) at a certain point in space at large 
Re. The fact that this difference is indeed partly due to numerical 
diffusion has been demonstrated by using a quadratic upwind 
differencing scheme (Leshziner, 1980) with the same number 
of nodes. The effect of numerical diffusion is not observed at 
the cells adjacent to the inlet because a boundary condition of 
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Fig. 4 Nondimensional mean temperature profiles for the case of con­
stant wall temperature at (a) x,/2H = 0.25, and at (b) x,/2H = 9.75 

Fig. 5 Nondimensional wall temperature for the case of constant heat 
flux boundary condition 

the first kind is imposed on the upstream face of these cells. 
The choice of a coarse grid for the PDF method was made to 
emphasize the point that in spite of the coarse nature of the 
grid, numerical diffusion problems do not arise in such treat­
ments owing to its Lagrangian nature. For the constant heat flux 
boundary condition case, the nondimensional wall temperature, 
6W, has been illustrated in Fig. 5. The ARSM is observed to 
predict a somewhat larger wall temperature than the PDF or the 
k-e model. The bulk temperatures were not plotted because they 
can simply be obtained from a global energy balance, resulting 
in the same linear decay in temperature for all three methods. 
The temperature profiles for this case look similar to the ones 
shown in Fig. 4, and have not been shown to save space. 

Conclusion 

The velocity-composition joint PDF method has been ex­
tended to predict the temperature field in an incompressible 
channel flow. Exact Lagrangian transport equations were de­
rived and solved for this purpose. The temperature fluctuations 
were modeled using a modified form of an existing model, 
which was originally developed for homogeneous turbulence. 
The proposed PDF model overdamps the temperature fluctua­
tions close to the wall, but reaches the correct limiting behavior 
at the wall. This problem, as discussed, is a classical problem 
in turbulence modeling and needs further attention and research. 
The Lagrangian nature of the PDF model helped eliminate nu­
merical diffusion completely. This is a particularly great advan­
tage for high Re flows. The Gradient Diffusion Hypothesis was 
not used at any point, thereby eliminating the scope of any 
errors that are known to arise from the use of this hypothesis 
in reactive flows (Libby and Bray, 1980). 

From the computational effort standpoint, the PDF calcula­
tions were about twice as slow as compared to the ARSM 
calculations and four times slower than the k-e calculations. 
This information, although discouraging, needs further clarifi­
cation. The advantage of stochastic methods really lie in the 
context of reactive flows or for situations where the accuracy 
of the flow problem requires use of the differential Reynolds 
stress model; in which six additional non-linear partial differen­
tial equations need to be solved. Researchers in finite-volume 
computations will note that it typically takes enormous amount 
of computational effort to get the scalar transport equations to 
converge in a reactive flow situation. This is not the case for 
stochastic calculations. In fact, reactive flow calculations using 
finite-volume techniques are severely intractable if one were to 
incorporate finite-rate kinetics and radiation. PDF methods can 
easily account for these additional complexities without signifi­
cant increase in computational effort. Thus, the importance of 
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the proposed model and method lies in the context of heat 
transfer in reactive flow situations. Under such circumstances, 
the advantage of using stochastic models and methods truly 
becomes apparent. 
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Direct Numerical Simulation of 
Unstably Stratified Turbulent 
Channel Flow 
Direct numerical simulations of the fully developed horizontal channel flow under 
unstable density stratification were carried out to investigate interactive shear and 
buoyancy effects on the turbulent momentum and heat transport. As the Grashof 
number is increased, buoyant thermal plumes are generated. The large-scale thermal 
convection involving the thermal plumes diminishes the quasi-coherent streamwise 
vortices, which are known to play a major role in the transport mechanism of near-
wall turbulence. The destruction of the streamwise vortices result in the Increased 
bulk mean velocity and the decreased turbulent friction coefficient. The vertical fluid 
motion of thermal plumes drastically changes the transport mechanism of the Reyn­
olds shear stress. The thermal plumes are spatially aligned in the streamwise direc­
tion, and the low-speed streaks and vortical structures are concentrated in the region 
where the thermal plume starts to rise. The Prandtl number effects on the turbulent 
kinetic energy are also studied when the thermal plumes emerge. 

1 Introduction 
In many important engineering and geophysical flows, turbu­

lent heat transport occurs in the presence of thermal (or density) 
stratification. When the thermal stratification is dynamically un­
stable, large-scale thermal convection takes place (Turner, 
1973; Tritton, 1977). The occurrence of thermal convection 
can also alter significantly the dynamics of turbulence near a 
wall and its transport mechanisms (Lumley et al., 1978; Doma-
radzki and Metcalfe, 1988). From theoretical and experimental 
studies, Lumley et al. (1978) found that in a convectively driven 
atmosphere, the turbulent diffusion should remove turbulent 
kinetic energy from the near-wall region and transport it verti­
cally to the outer region. Through a direct numerical simulation, 
Domaradzki and Metcalffe (1988) found that the pressure diffu­
sion should transfer the turbulent energy produced by the buoy­
ancy in the convective layer toward the near-wall region. Both 
studies indicate that under unstable stratification, diffusion is 
more likely to transport kinetic turbulent energy between the 
near-wall and outer regions. 

There has been continuous interest in the near-wall turbulence 
over the last three decades. From the studies of wall-bounded 
turbulent shear flows, the organized motion, i.e., the so-called 
bursting phenomenon, was identified as a primary turbulence 
mechanism for the production of the Reynolds stress and turbu­
lence energy in the near-wall region (Kline et al., 1967; Kim 
et al., 1971). From this viewpoint, some experimental studies 
have also been carried out to reveal buoyancy effects on the 
bursting phenomena (Kasagi and Hirata, 1977; Mizushina et 
al , 1982; Fukui and Nakaijma, 1985; Fukui et al., 1991). 

Kasagi and Hirata (1977) concluded that the unstable buoy­
ant effects imposed on the near-wall region should cause mainly 
the decrease of the mean spacing of low-speed streaks with 
little influence on the mean bursting period. Mizushina et al. 
(1982) and Fukui and Nakajima (1985) found that with increas­
ing buoyant instability the bursting period decreased and the 
outward movement of low-speed fluid, i.e., ejection, was inten-
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sified. Fukui and Nakajima (1985) also made clear the different 
dependence of the turbulent quantities and structure on unstable 
stratification in the near-wall region and outer region. On the 
other hand, Fukui et al. (1991) found that under a strongly 
unstable condition, the turbulent structure was essentially differ­
ent from that under a neutral one, and the thermal plumes caused 
by the buoyancy force became the main contributor to the pro­
duction of the Reynolds shear stress and turbulent heat flux. 
The intensified ejection (Mizushina et al., 1982; Fukui and 
Nakajima, 1985) should be associated with the generation of 
turbulent thermal plumes. 

Recently, the quasi-coherent streamwise vortices have been 
found to dominate the turbulence mechanisms near a wall (Rob­
inson, 1991; Kasagi et al., 1995). Thus, in order to understand 
buoyancy effects on the near-wall turbulence, it is necessary to 
learn how these streamwise vortices behave under such dynami­
cal effects. However, with the complexity of the near-wall tur­
bulence itself, the data obtained from an experimental study 
may be insufficient. For a more detailed investigation of the 
thermal stratification effects, a set of direct numerical simula­
tions (DNS, hereafter) is suitable. 

The objectives of this work are to perform a DNS study of 
a fully developed horizontal turbulent channel flow under unsta­
ble thermal stratification at several different Grashof numbers, 
and to investigate the unstable buoyancy effects on both the 
statistical and instantaneous near-wall turbulent structures. As 
a result of this study, it was found that the large-scale thermal 
convection involving the thermal plumes diminishes the quasi-
coherent streamwise vortices. From DNS at different Prandtl 
numbers it was also found that this parameter strongly affects 
the structure of the large-scale thermal convection. 

2 Numerical Procedure 

The flow geometry and the coordinate system are shown in 
Fig. 1. The flow field is driven by a constant mean pressure 
gradient in the ^-direction. The flow and thermal fields are 
assumed to be fully developed so that periodic boundary condi­
tions are imposed in the x- and z-directions, respectively. The 
no-slip boundary condition is imposed on the velocity compo­
nents on the two walls which are assumed to be at different but 
constant temperatures. As a result, there is a constant positive 
temperature difference AT = (Tb - Tt) between the bottom 
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Table 1 Flow conditions 

Fig. 1 Flow geometry and coordinate system 

and top walls. The gravitational acceleration g is in the y-
direction to cause an unstable buoyancy effect. 

This physical problem of thermal convection can be described 
by the following standard set of hydrodynamic equations with 
the Boussinesq-Oberbeck approximation: 

Pr— = -V/? - prPOg + yUV'U, (1) 

du dv dw 
— + — + — = 0, 
dx dy dz 

(2) 

p,Cp — = \V20, H p Dt 
(3) 

where n(x, y, z, t) = (U + u, v, w) is the velocity vector. In 
these equations, the kinematic viscosity v = p,lpr, the coefficient 
of thermal diffusivity a = XI(prCp), the coefficient of thermal 
expansion p, and the gravitational acceleration g are assumed 
constant. The fluid density p is also set to be constant pr in the 
above equations, although it becomes a function of temperature 
when coupled with the gravitational acceleration g, i.e., p = 
Prd-P0). 

All the variables and parameters in the equations are nondi-
mensionalized by the channel half-width 8, the friction velocity 
uT and AT. The Reynolds number is fixed at Rer =150 through­
out the present study. The resultant bulk Reynolds number Re,„ 
= 2Um8lv is 4580 in the case without buoyancy (see Kasagi 
et al., 1992). The Grashof number Gr = gpAT(28)3/v2 is 
varied from Gr = 0.0 to 4.8 X 106 as shown in Table 1, while 
the Prandtl number Pr = via is varied from 0.1 to 2.0 at Gr = 
1.3 X 10". 

Case 1 Kmoda et al. 

1995 

2 3 4 4 

H 

4 

LLP 

4 

LP 

4 

HP 

5 

GV/106 0.0 0.4 0.9 1.3 4.8 

Rer 150 

Pr 0.71 0.01 0.1 2.0 0.71 

u? 14.50 15.26 14.47 14.81 14.68 15.57 14.80 15.00 14.47 13.55 

Referring to the numerical procedure used by Kim et al. 
(1987), a fourth-order partial differential equation for v, a sec­
ond-order partial differential equation for the wall-normal com­
ponent of vorticity, and the continuity equation were used to 
solve the flow field. 

In all cases, a spectral method is adopted with a Fourier 
series in the x- and z-directions and a Chebyshev polynomial 
expansion in the v-direction. The collocation grid used to com­
pute the nonlinear terms in physical space has 1.5 times finer 
resolution in each direction to remove aliasing errors. For time-
integration, the second-order Adams-Bashforth and Crank-
Nicolson schemes are adopted for the nonlinear and viscous 
terms, respectively. A Crank-Nicolson scheme is also adopted 
for the buoyancy term in Eq. (1). 

Initially, the computation is continued until both flow and 
thermal fields are judged to have reached their fully developed 
states. Then, in order to obtain various turbulent statistics and 
their budgets, ensemble averages are taken over time and the 
x-z plane. 

Cases 1 to 5 at different Grashof numbers are calculated with 
a relatively coarse grid, i.e., 64 X 49 X 64 in the x-, y-, and z-
directions, respectively. Then, in order to assess the numerical 
accuracy, 128 X 128 Fourier modes and Chebyshev polynomi­
als up to the 96th order in wavenumber space are used in the 
case of Gr = 1.3 X 106 (Case 4H). In all above cases, the 
spanwise period of the computational box is 27r<5, while the 
streamwise period is 57r<5. Since large-scale convection arises 
in the channel, simulations are repeated in Case 4 over computa­
tional domains of different sizes. In Case 4S, the streamwise 
and spanwise periods of the computational domain are reduced 
to 2.57r<5 and TT8, respectively, while in Case 4L they are in­
creased to 7.5ir8 and 37r<5, respectively. All three cases have the 
same grid resolution. 

The flow conditions and the bulk mean velocity, Ut, in each 
case are summarized in Tables 1 and 2. The result of an isofher-

Nomenclature 

Bx, Bz = period of computational box in 
x- and z-directions 

Cf = friction coefficient, 2TJ'pV\ 
Cp = specific heat at constant pres­

sure 
^UU(KZ) ~ spanwise energy spectra 

of u+2 

F — flatness factor 
Gr = Grashof number, 

g/3(T> - T,)(2S)3/v2 

Gr + = Grashof number, 
gP6T(6/ReT)3/v2 

g = gravitational acceleration 
k = turbulent kinetic energy, 

UiUj/2 
Nu = Nusselt number, 28qJ\AT 
Pr = Prandtl number, via 
p = pressure 

qw = total heat flux at the wall, 
-\(dTldy)w 

Reb = bulk mean Reynolds number, 
2Ub6lv 

ReT = Reynolds number, uT8lv 
T = temperature 

Vb, T, = temperatures at bottom and top 
walls 

t = time 
U = mean velocity in ^-direction 

Ub = bulk mean velocity, 
f_s Udy/28 

v, w = fluctuating velocity compo­
nents in x-, y-, and z-directions 

«T = friction velocity, yrwlp 
y, z = streamwise, wall-normal and 

spanwise directions 
a = thermal diffusivity, \/(prCp) 
P = volumetric expansion coeffi­

cient 
AT = temperature difference, Th - T, 

8 = channel half width 
6 = temperature difference, T — T, 

9T = friction temperature, qw/(pCpuT) 
KZ = wave number in z-direction, 2trj/ 

Bz (j = 0, 1, 2, . . .) 
\ = thermal conductivity 
p = viscosity 

TW = wall shear stress, fi{duldy)w 

v = kinematic viscosity 
p = density 

pr = reference density for Boussinesq 
approximation 

Subscripts and Superscripts 

rms = root-mean-square value 
0 = at Gr = 0 and Pr = 0.71 

= ensemble average 
+ = nondimensionalized by wall 

variables, uT and v 
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Table 2 Flow conditions in supplemental calculations 

Case4H Case 4 Case4S Case 4L 

Gr 1.3x 106 

Re, 150 

Pr 0.71 

Bx/6, Bz/8 5rr, 27r 2.57r, n 7.5TT, 3TT 

Ax+, Az+ 18.4, 7.36 36.8, 14.72 

mal channel flow calculated by Kuroda et al. (1995) is also 
included for comparison. Their calculation was carried out with 
the same number of grid points as in Case 4H. 

3 Results and Discussion 
The effect of the size of the computational domain will be 

discussed first. Figure 2 shows the mean velocity distributions 
normalized by the friction velocity in Cases 4, 4S, and 4L. The 
result under the buoyancy free condition in Case 1 is also in­
cluded for comparison. The mean velocity profiles in Cases 4, 
4S, and 4L coincide well with each other, but they are markedly 
different from that of Case 1. This difference, i.e., the increase 
of the mean velocity under unstable stratification, is vitally im­
portant in this paper because it is closely associated with the 
most important stratification effect on the near-wall turbulent 
structure. It can be said that the stratification effects on the near-
wall turbulent structure predicted by the different sizes of the 
computational box are almost the same, although the structure 
of the large-scale convection might be affected by the imposed 
periodic boundary conditions. This fact has also been confirmed 
from the observation of other turbulent statistics. Moreover, it 
should be noted that all the statistical changes observed in Case 

4 are also clearly observed in Case 4L. 
Figure 3 shows the mean velocity distributions normalized 

by the bulk mean velocity in Cases 1, 4, and 4H. The result of 
Kuroda et al. (1995) is also included. As shown in Table 1, 
the bulk mean velocities in Cases 1 and 4 are smaller than those 
obtained in Kuroda et al. (1995) and Case 4H, respectively. 
This indicates that the grid resolution is not sufficient to fully 
resolve the small-scale turbulent fluctuations in Cases 1 to 5. It 
is seen in Fig. 3, however, that the mean velocity profiles ob­
tained on the two different grids are almost identical, once they 
are normalized by Ub. With the buoyancy effect, the central 
part of the velocity profile has leveled off, and this change is 
confirmed in the two sets of numerical results. Because of the 
heavy computational load of present DNS, most of the computa-

Fig. 3 Mean velocity profiles (Cases 1, 4, and 4H) 

tions have been performed on the coarser grid, i.e., Cases 1 to 
5. Thus, whereas these results may have slight grid dependence, 
their relative comparison should be valid, at least qualitatively, 
and deserves the in-depth discussion below.2 

Figure 4 shows the changes in the normalized friction coeffi­
cient and Nusselt number, i.e., CfICfa and Nu/Nu0, versus the 
Grashof number. The friction coefficient first decreases when 
the Grashof number increases, and takes a minimum value of 
Gr = 9.0 X 105, to reach about 0.96. When the Grashof number 
further increases to 4.8 X 106, Cf increases because turbulence 
is much activated by buoyancy. On the other hand, Nu/Nu0 

simply increases with the Grashof number unlike the friction 
coefficient. Buoyancy generated eddies cause relatively little 
momentum transport although they are quite effective in trans­
porting heat, as discussed in Tennekes and Lumley (1972). 

The logarithmic plot of the mean velocity distribution 
in Cases 1 to 5 is shown in Fig. 5, while Fig. 6 shows the 
distribution of the Reynolds shear stress - « + u + . The mean vel­
ocity in the channel central region tends to decrease under unsta­
ble stratification. In the cases of Gr = 9.0 X 105 and 1.3 X 106, 
the mean velocity increases in the buffer as well as logarithmic 
regions. As shown in Fig. 6, this increase is mainly due to the 
decrease of -u + v+ in the buffer region and sublayer at y+ < 
30. The increased mean velocity under unstable stratification is 
an interesting phenomenon, which, to the authors' knowledge, 
has not been observed previously and should be associated with 
the decrease of the turbulent friction coefficient. When the Gras-

2 The tabulated data of Case 4H are available from the DNS database site at 
the University of Tokyo (http://www.thtlab.t.u-tokyo.ac.jp/). 

1.2 

Or 
I .I 

0.9 

- 1 1 1— 

* Nu/Nun 

2.0 

Gr* 10° 
Fig. 2 Mean velocity profiles nondimensionalized by u, (Cases 1, 4, 4S, 
and 4L) 

Fig. 4 Dependence of normalized friction coefficient and Nusselt num­
ber on Grashof number (Cases 2 to 5) 
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Fig. 5 Mean velocity profiles (Cases 1 to 5) 

Fig. 7 Distribution of turbulent heat flux -v'lr (Cases 1 to 5) 

hof number is further increased to Gr = 4.8 X 106, the mean 
velocity decreases in almost all regions. This is because 
-u + v+ increases considerably at y+ > 15, although at y + < 
15 it is still smaller than that at Gr = 0 (as shown in Fig. 6) . 

The distributions of the wall-normal turbulent heat flux 
-v + 6+ in Cases 1 to 5 are shown in Fig. 7. The effect of 
buoyancy on — v + 6+ is nearly the same as that on — u+v + . 
Presently, the coupling between the flow and thermal fields is 
very tight in the near-wall region, so any change in the former 
is also observed in the latter in the same qualitative manner as 
when the temperature fluctuations are normalized by the friction 
temperature. Hence, the statistics of the velocity field are mainly 
discussed in the rest of the paper. 

Here, the transport equation of u+v+ is examined in Cases 1 
to 5. It has the form: 

G r + F F - ^ ^ - - ^ 
0 = ' v ' dy+ dy + <V 

d -rr; , Jdu+ dv + 

p v + p 1 
dy+ \dy+ dx+ 

du+ dv + 

dxt dxt . (4) 

<Ai: 
012 

£12 

The primary terms in the above equation are shown in Figs. 8 
and '9. 

As shown in Fig. 8, the buoyant production G[2 remains 
relatively small in the near-wall region where the Reynolds 
shear stress changes drastically with the increase of buoyancy. 

Away from the wall, however, G12 becomes relatively important 
because the shear production Pn is much decreased by buoy­
ancy. The pressure diffusion ipl2 and pressure-strain 4>i2 terms 
exhibit marked changes in the near-wall region as well as in 
the outer region. The role of the enhanced pressure diffusion 
term is to transfer u+v+ produced by the buoyancy and shear 
in the outer region toward the near-wall region; in the latter 
region the pressure-strain correlation which is the dominant 
sink term of u + v+ is also much enhanced. The turbulent diffu-
sion Tii also increases in the near-wall region but transfers 
u+v+ toward the channel central regions. 

Figure 9 shows the u+v+ budget at the largest Grashof num­
ber, i.e., Gr = 4.8 X 106. The buoyancy production term is still 
small at y+ < 10 where the pressure-diffusion and pressure-
strain correlation terms become dominant. Note that in this near-

60 y+ 80 

(b) 

'0 20 40 + 60 80 

Fig. 6 Distribution of Reynolds shear stress -u*v* (Cases 1 to 5) 

0.1 

3 
o 

.9 
s 

-o.i 

1 1 ' 1 1 1 ' ' 1 

Ji 

^"—-——_.. 

Symbols; Gr=0 

' ^ ^ 12 

i 1 . 1 

—-Gr=4xl0f 
9xl<£ 

1.3X106" 
i . i 

20 40 60 80 

Fig. 8 Budget terms of u+v* in Cases 1 to 4: (a) P12—shear production, 
G12—buoyant production, </ii2—pressure strain; (b) i//12—pressure diffu­
sion, Tm—turbulent diffusion 
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Fig. 9 Budget terms of u*v* in Case 5: P,2—shear production, G12— 
buoyant production, </>i2—pressure strain, i/»,2—pressure diffusion, T12— 
turbulent diffusion 

wall region, the decrease of -u+v+ is still observed as has been 
shown in Fig. 6. However, a ty+ > 15 the buoyancy production 
becomes large and almost equal to other terms. Both the mini­
mum of 4>i2, and the maximum of i//12, which are observed near 
the wall in Fig. 8, disappear, and their values monotonously 
increase toward the wall. It is of great interest that the pressure-
strain correlation 0 [ 2 even becomes negative, acting as a source 
term of u+v+ in the region of v+ > 20, unlike in most turbulent 
shear flows. This suggests drastic changes of the structure of 
the near-wall turbulence. 

The dimensionless root-mean-square velocity fluctuations are 
shown in Fig. 10. These quantities drastically change in the 
near-wall region as well as in the outer region under unstable 
stratification. The value of ufmH increases markedly with increas­
ing buoyant instability, although u+1 itself does not have any 
buoyancy production process. The value of v^s decreases in the 
near-wall region, while it increases in the outer region. In the 
cases of Gr = 1.3 X 106 and 4.8 X 106, the increase of w„m 

is observed in almost all the regions of the channel. Especially 
at Gr = 4.8 X 106; it increases markedly and almost equals 
wrms -

Figure 11 shows the spanwise energy spectra at v+ = 20 in 
Cases 1, 4, and 5. These spectra are nondimensionalized by ur 

and <5. In this figure, the wave number KZ = 1 corresponds to 
the wave length \+ = 900. It is seen at Gr = 1.3 X 106 that 
all components increase at the lower wave numbers, while they 
decrease at the medium wave numbers of K, = 3 to 10, which 

60 + 80 "0 20 40 

Fig. 10 Root-mean-square velocity fluctuations in Cases 1, 4, and 5 

Journal of Heat Transfer 

-i 1—i—i i i 11 I ' ' " I • — 7 
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Symbols; Gr=0 

i i i I 11111 
i 5 10 L 

Fig. 11 One-dimensional spanwise energy spectra at y = 20 in 
1, 4, and 5 

corresponds to X+ = 300 to 90. Since this medium wave number 
range includes the mean spanwise spacing of low-speed streaks 
(X+ = 100), the bursting phenomenon originated from the low-
speed streaks should be suppressed. On the other hand, the 
increase at low wave numbers is a result from the large-scale 
thermal convection. Thus, there should be an interaction be­
tween the thermal convection and the bursting phenomenon in 
the near-wall region. In the case of Gr = 4.8 X 106, the energy 
spectrum decreases drastically at the medium to high wave 
numbers, while its increase at the low wave numbers becomes 
more remarkable. 

From the statistical results in Figs. 6-11 it should be noted 
that the thermal convection associated with the unstable buoy­
ancy imposes large effects on the Reynolds shear stress, its 
transport mechanisms, and its turbulent structure even in the 
near-wall region where the buoyancy production term is very 
small. 

Finally, an instantaneous snapshot of the flow field is exam­
ined to show how the near-wall turbulence structures are af­
fected by buoyancy. The distinctive features observed in the 
turbulent statistics are reconsidered in view of the turbulent 
structures. A typical example of the instantaneous distribution 
of velocity fluctuations in a cross-stream plane is shown in Figs. 
12 and 13. In Case 4H, with Gr = 1.3 X 106, both the thermal 
plumes and the quasi-streamwise vortices exist simultaneously 
in the central channel region and in the near-wall region, respec­
tively. In Fig. 12, the large-scale downward and upward plumes 
are seen at the center and at the sides in both Figs. 12 and 13. 
The thermal plumes, the height of which is as large as the width 
of the channel, emerge from the near-wall region and transport 
low-speed fluid toward the central channel region. Then, the 
high-speed fluid in the central channel region is pushed toward 
the opposite wall, where the spanwise flow is driven along the 
wall. The quasi-streamwise vortices seem to be swept out by 
this spanwise flow, induced by the plumes, and concentrated 
into the confined regions where the thermal plumes emerge. 
These figures clearly show the mechanism responsible for the 
fact suggested in Fig. 11 that the large-scale thermal convection 
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Fig. 12 Instantaneous velocity vectors in the vertical {y-z) plane in Case 4H: P—thermal plume; V—streamwise vortices, Ay + x Az + = 300 
X 943 

breaks the quasi-streamwise vortices. At Gr = 4.8 X 106, the 
thermal plumes become the only dominant turbulent structure 
and the near-wall streamwise vortices are rarely observed (not 
shown here). 

Figure 14 shows iso-surfaces of instantaneous high and low 
u+v+ regions in the whole computational domain at the same 
instant as in Figs. 12 and 13. Note that on the top wall the 
ejection and sweep motions correspond to u+v+ > 0, while on 
the bottom wall they correspond to u+v+ < 0. It is seen that 
the strong ejection and sweep regions are concentrated at both 
sides on the bottom wall, while they are seen only at the center 
on the top wall. This indicates that both ejection and sweep 
motions disappear where the streamwise vortices are swept 
away, and this results in the decrease of the averaged shear 
stress -u+v+ in the near-wall region. Figure 14 also indicates 
that the thermal plumes are aligned in the streamwise direction 
when the mean shear is imposed. 

Figures 15(a) and (b) show the iso-surfaces of instantaneous 
negative p+ and u+ regions in the cases of Gr = 1.3 X 106 and 

0, respectively. The visualized region is the bottom half of the 
computational domain. As indicated by Robinson (1990), the 
negative u+ andp+ regions correspond to the low-speed streaks 
and the vortical structures, respectively. In the case of Gr =1 .3 
X 10s, both turbulent structures are concentrated only in the 
central part of channel where the thermal plume emerges. This 
feature is completely different from that of the neutral flow in 
Fig. 15(b). The concentration of these turbulent structures 
should increase the spatial intermittency and hence the flatness 
factors of turbulent quantities. 

Figure 16 shows the flatness factors F(u) and F(v). At Gr 
= 1.3 x 106, the formation of thermal plumes and the associated 
concentration of the low-speed streaks markedly increase the 
values of both F{u) and F(v). However, at Gr = 4.8 X 106, 
where the streamwise near-wall vortices are rarely observed, 
both F(u) and F(v) decrease. 

Finally, Prandtl number effects are investigated at Gr = 1.3 
X 106. Figure 17 shows the change in the distribution of k+ 

with the Prandtl number, while Fig. 18 shows the buoyant pro-

Hot wall 
. .tft^ffi^MPM^. „.. vnlm 

Fig. 13 Instantaneous distribution of streamwise velocity fluctuation in the vertical {y-z) plane in Case 4H: black to white, u' 
- 2 to 2 
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yh 

Fig. 14 Iso-surfaces of u*v* in Case 4H: gray, u'v' = 3; black, u'V' 

duction term Gr + u + 0 + appearing in the k + budget. When Pr 
increases, k+ first increases and takes the maximum value at Pr 
LY 0.1. However, as Pr increases further, k+ decreases. This is 
owing to the change in Gr+u + # + . Thus, the nonlinear behavior 
of k+, with the Prandtl number change, is associated with the 
effect of the buoyancy production. 

The turbulent heat flux v + 8 + included in the buoyancy pro­
duction term should represent the ratio of the turbulent heat 
flux to the total flux. From the previous investigations (Kasagi 
and Ohtsubo. 1993; Iida and Kasagi; 1993), it is indicated that 
v + 8+ decreases as the Prandtl number is decreased because in 
low Prandtl number fluids, heat is transported more vigorously 
by the thermal conduction rather than the turbulent heat flux. 
On the other hand, Gr + increases when Pr decreases because it 
represents the total flux transferred from the wall to the near-
wall fluid through thermal conduction. Thus, the nonlinear be­
havior of the kinetic energy with the change in the Prandtl 
number should be due to these mixed effects. 

As shown in Table 1, in Case 4LP where the large-scale thermal 
convection is most activated, the bulk mean velocity increases in 
comparison to Case 4, while it decreases in Case 4HP. 

4 Conclusions 

Direct numerical simulations of the fully developed hori­
zontal turbulent channel flow under unstable density stratifica­
tion were carried out to investigate the interactive shear and 
buoyancy effects on the turbulent structures. The following con­
clusions are obtained. 

1 With the increasing of the Grashof number the buoyant 
thermal plumes emerge from the near-wall region. On the 
opposite wall the spanwise flow, driven by the thermal 
plumes, sweeps out the quasi-coherent streamwise vorti­

ces and concentrates them into a confined region near the 
wall. Thus, the region occupied by streamwise vortices 
is diminished. The velocity fluctuation components at the 
medium wave numbers associated with the low-speed 
streak and streamwise vortex clearly decrease, while 
those at the low wavenumbers caused by the thermal 
plumes are activated. The ejection and sweep motions 
associated with the streamwise vortices are also dimin­
ished, although the thermal plumes themselves should 
contribute to them. Thus, in the case where the thermal 
plumes are not so intensive, Reynolds shear stress de­
creases in the near-wall region, which results in the in­
crease of the mean velocity profile and the decrease of 
the turbulent friction coefficient. 
Thermal convection including the plumes is found to give 
large effects on the transport mechanisms even in the 
near-wall region where buoyancy production is relatively 
small. Through the pressure diffusion and turbulent diffu­
sion terms, the Reynolds shear stress is more vigorously 
transported between the outer region and near-wall re­
gion; it is destroyed by the pressure-strain correlation in 
the near-wall region. When the Grashof number is very 
large, the pressure-strain correlation works even as a 
source term of the Reynolds shear stress. 
The thermal plumes are spatially aligned in the stream-
wise direction. Low-speed streaks and streamwise vorti­
ces are concentrated in the region where the thermal 
plume emerges. The eruption of thermal plumes, and the 
associated concentration of the turbulent structures, in­
crease the flatness factors of velocity components in the 
near-wall region. 
The flow field is greatly affected by the Prandtl number. 
As the Prandtl number is decreased, heat is exchanged 
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Fig. 15 Iso-surfaces of u* and p*\ (a) Case 4H, gray—u+ = - 3 , black—p* 
- 3 

more vigorously between the fluid and the wall; this 
increases the turbulent kinetic energy through the buoy­
ancy effects. However, at the lowest Prandtl number 
studied, i.e., Pr = 0.01, heat is transported mainly by 

T ' 1 

Symbols; Gr=0 

Gr=1.3xl0b 

4.8x10" 

Fig. 16 Distribution of flatness factors of velocity fluctuations in Case 
1, 4, and 5 

60 / Vol. 119, FEBRUARY 1997 

-3; (D) Gr = 0 (Kuroda et al., 1995), gray—u+ = - 3 , black—p + 

the molecular conduction rather than by the turbulent 
heat flux. In addition, the buoyancy effects become 
weaker, and the turbulent kinetic energy decreases. 
When the large-scale thermal convection is most acti­
vated at Pr = 0.1, the bulk mean velocity noticeably 
increases. 

0 20 40 +60 80 
y 

Fig. 17 Distribution of k in Cases 4LLP, 4LP, 4, and 4HP 
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Fig. 18 Distribution of buoyant production of k' at different Prandtl 
numbers 
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Numerical Prediction of 
Transitional Characteristics of 
Flow and Heat Transfer in a 
Corrugated Duct 
The numerical prediction of transitional characteristics of fluid flow and heat transfer 
in periodic fully developed corrugated duct is carried out by using a Lam-Bremhorst 
low Reynolds number turbulence model. Computations were performed for Prandtl 
number of 0.7, in the Reynolds number range of 100 to 2500, for corrugation angles 
of 9 = 15 and 30 deg, and for three interwall spacings. The predicted transitional 
Reynolds number is lower than the value for the parallel plate duct and it decreases 
with increasing corrugation angle. Experiments were also performed for pressure 
drop measurements and for flow visualization and the results were compared with 
the numerical predictions. 

Introduction 
Corrugated ducts are basic channel geometry in plate heat 

exchangers and plate-fin heat exchangers because of their effi­
cient heat exchange capabilities. Such heat exchangers are em­
ployed in several engineering processes (e.g., food engineering, 
chemical engineering, etc.). Many studies for fluid flow and 
heat transfer in corrugated ducts have been presented in past 
including a series of experimental studies by O'Brien and Spar­
row (1982) to measure the pressure drop and to visualize the 
flow field, by Sparrow and Comb (1983) to examine the effect 
of the inlet conditions on the heat transfer, and by Sparrow and 
Hossfeld (1984) to measure the pressure drop and heat transfer 
rates for corrugated ducts with rounded corners. Numerical solu­
tions for the flow and heat transfer in a corrugated duct with 
right angle bends were reported by Izumi et al. (1983) and 
Amano (1984). 

In the recent years, miniaturization has led to fabrication of 
mini and micro heat exchangers. Due to small characteristic 
lengths, the Reynolds numbers are low and the flow is usually 
laminar or in the transitional regime. This motivated the numeri­
cal study by Asako et al. (1987) for laminar flow and heat 
transfer in corrugated ducts with arbitrary bend angle by em­
ploying a coordinate transformation methodology. Also, experi­
mental work was conducted by Nishimura et al. (1986) to mea­
sure the pressure drop and to visualize the flow field in a wavy 
channel with Reynolds number ranges from 100 to 4000. They 
reported the transition from laminar to turbulent flow occurs at 
about Re = 350, and the transitional Reynolds number is quite 
low compared with conventional ducts. A survey of the litera­
ture revealed a scarcity of numerical studies in the transitional 
regime with the exception of the work by Schmidt and Patankar 
(1987). They predicted the transitional Reynolds number for 
flow over a flat plate using a Lam-Bremhorst low-Reynolds 
number k-e turbulence model and reported that this model is 
suitable for the prediction of the transition. This motivated the 
present work on the numerical prediction of transitional charac­
teristics of flow and heat transfer in corrugated ducts with exper­
imental confirmation. 

The numerical computations were performed using the Lam-
Bremhorst low-Reynolds number k-e turbulence model to pre­

dict the transitional Reynolds number from laminar to turbulent 
flow in a corrugated duct with rounded corners. Furthermore, 
pressure drop measurements and flow visualizations were also 
performed. The numerical methodology utilizes an algebraic 
coordinate transformation developed by Faghri et al. (1984) 
which maps an irregular domain onto a rectangle. The numerical 
solutions are obtained for periodic fully developed flow under 
thermal boundary condition of uniform wall temperature. The 
calculations were carried out for corrugation angles 9 of 15 deg 
and 30 deg, for three vertical spacings, H'/L, for Reynolds 
numbers in the range of 100 to 2500, and for Prandtl number 
of 0.7. Flow visualization and pressure drop measurements were 
also performed and the results were compared with the numeri­
cal predictions. 

Formulation 

Description of the Problem. The problem considered in 
the analysis is schematically shown in Fig. 1. As seen in this 
figure, the duct is infinitely long in the y-direction. When the 
flow becomes periodic fully developed, the velocity field repeats 
itself at corresponding axial stations in successive cycles. The 
solution domain is confined to a typical cycle shaded in Fig. 1. 

The geometry of the duct is specified by the cycle length 
(L), the vertical spacing ( / / ' ) . and the corrugation angle (9). 
To get a converged solution, the sharpened edged corners are 
approximated by rounded corners using a sine curve with chord 
length, /. These rounded corners are shown by dashed lines in 
the figure. The ends of the duct at y = 0 and y = L coincide 
with the x-axis. The deviation of the upper wall from the y-
axis 6(y) to be used later for the coordinate transformation is 
expressed as follows: 
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°<y<{- Hy) = l- 1 -
2 fnyY 
- c o s — X tan 9 (1) 

1 L-l 
- < y < : 
2 2 

S(y) = y tan 9 (2) 

L - I L + I 
< y < : 

2 2 

6(y) = -^— tan 6 + -
2 n 

cos [?(H] X tan 9 (3) 
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L + I 
< y < L 8{y) = {L-y) tan 6 (4) 

L < v < L: 
2 y 

6(y) = • cos 
TT(L - y) 

X tan 6. (5) 

In the periodic fully developed region, the pressures of cycli­
cally corresponding locations decrease linearly in the down­
stream direction such that 

p(x,y) = -py + p'{x,y) (6) 

where p is a per cycle pressure gradient and p' (x, y) behaves 
in a periodic manner from module to module. The term —py 
represents the nonperiodic pressure drop that takes place in the 
flow direction. 

For the case of uniform wall temperature boundary condition, 
the fluid temperature approaches the wall temperature in the 
periodic fully developed region. Therefore, the dimensionless 
temperature will be defined as follows: 

T(x,y) = [t(x,y)-tn.)/(th- tw) (7) 

where 

h ~ tw= (t - tw)vdx I vdx. (8) 

For a periodic thermally developed region, the dimensionless 
temperature satisfies the following relation 

T(x, y) = T(x, y + L) = T(x, y + 2L) = (9) 

Therefore, the fully developed dimensionless temperature field 
repeats itself at corresponding axial station in successive cycles. 

The Conservation Equation. The governing equations to 
be considered are the time-averaged continuity, momentum, 
and energy equations. The turbulence is modeled via the Lam-
Bremhorst low-Reynolds number form of k-e (1981). Constant 
thermophysical properties are assumed, and natural convection 
is excluded. The {2/3)kp term is absorbed in the pressure gradi­
ent by redefining the pressure p*. The governing equations are 

FLOW 

Fig. 1 Schematic diagram of a corrugated duct 

summarized in Table 1 and expressed in the following general 
form: 

d(pu<j>) | d(pwp) = d ( p d ^ M +JL 
dx dy dx\ dx J dy ay 

(10) 

where 4> stands for different dependent variables (u,v,T,k and 
e). The term \ is a periodic parameter arising from the assump­
tion of a constant wall temperature boundary condition. This 
value is determined as part of the solution process. The bound­
ary conditions on the duct walls are 

0, v = 0, k = 0, ew = (pip) 
dn2 7 = 0 (11) 

where n is a coordinate normal to the wall, and periodic bound­
ary conditions are applied to the inlet and outlet boundaries. 

Solution Methodology. The solution methodology based 
on the coordinate transformation is fully described by Asako 
and Faghri (1987). Specifically, the x, y-coordinates are trans­
formed into 77, L, coordinates by the following relations: 

6(y), £ = v 

pv 

P dr) 

(12) 

(13) 

(14) 

N o m e n c l a t u r e 

A„ = per-cycle heat transfer surface 
area per unit depth, m 

b = source term 
Ci, c2 — turbulence model constants 

DH = hydraulic diameter = 2H', m 
/ = friction factor defined in Eq. 

(26) 
f\,f2,f)i = turbulence model functions 

H' = vertical spacing between cor­
rugated walls, m 

hm = fully developed heat transfer 
coefficient defined in Eq. 
(28), W/m 2 K 

k = turbulence kinetic energy, 
m2/s2 

L = axial length of a cycle, m 
/ = chord length, m 

m = total mass flow rate per unit 
depth defined in Eq. (25), kg/ 
( sm) 

Nu„, = average Nusselt number de­
fined in Eq. (27) 

n = coordinate normal to wall, m 
Pr = Prandtl number 
P = production term defined in Eq. 

(23) 
p* = redefined pressure, =p' 

+ (2/3)kp,Pn 
p' = periodic component of pressure 

defined in Eq. (6), Pa 
p = per cycle pressure gradient, Pa/m 
Q = per cycle wall heat transfer rate, 

W 
Re = Reynolds number defined in Eq. 

(25) 
T = dimensionless temperature de­

fined in Eq. (7) 
tb = bulk temperature defined in Eq. 

( 8 ) , K 
tw = wall temperature, K 

u, v = velocity components, m/s 
x, y = coordinates, m 

Greek symbols 
a = geometric function defined in Eq. 

(17) 
/3 = geometric function defined in Eq. 

(17) 
r = diffusion coefficient 

6(y) = deviation from y-axis, m 
e = turbulence dissipation rate, m2/s3 

C, = transformed coordinate defined in 
Eq. (12), m 

rj = transformed coordinate defined in 
Eq. (12), m 

8 = corrugation angle, deg 
X = bulk-temperature-gradient 

parameter 
p = viscosity, Pa s 
p, = turbulent viscosity, Pa s 
p = density, kg/m3 

<f> = general dependent variable 
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utilizing coordinate transformation and integrating over a 
control volume, the governing equations take the following 
form: 

f [pv(t> + r(6> + <&)]dr) - J [pv<f> + T{9 + W)]dr) 

+ J [pUrrf) + H O + A ) ] ^ 

- I [p«,(/) + r ( f i + A)]^c = I V M C (15) 

where 

Q = -a{d<t>ldri), 9 = -{de^ldQ 

# = P{d<f>ldrj), A = P{d<f>ldQ (16) 

and 

/? = d<5/3.y, a = 1 + p2. (17) 

Here, <£ stands for different dependent variables («, , u, 71, fc 
and e) and the source term b$ for turbulent flow becomes more 
complex compared with laminar flow because the diffusion co­
efficients are not constant. The source terms for the conservation 
equations in the transformed domain are as follows: 

, 8P d2P „ dp (dv adv 

+ V
8P ( d^ff 

ac V #C drj ) drj \ <9£ drj 

dp.ejf (du„ 
drj \ drj 

+ ^ 2 . I ^P-+ P • P 
dp.eff 

drj 

du„ 

M >£M£-'l)+,i 
- P 

djji, •eff 

9£ 

P _ "5 
drj 

dp* ( dp* _ 

\(K 
(18) 

drj t->£Mi-'l)+'f 
d/V B®hff\(<tL_ B<t. 
dC, P drj J\dC, P drj 

- l £ - /<£ - * ) <•» 
b„ = P - p£ 

br = 

e e 
be = Pc,fi - - c2f2p — 

or 

(20) 

(21) 

dC, drj ] \dC, drj 
pvT 

d\ 
+ r r ( k2 + —) (22) 

Table 1 Summary of equations solved 

Equation <J) r b 

Continuity 1 0 0 

x momentum u 
3p* a ( da) a ( dv) 

y momentum v 
3p* . 3 ( Su"! 3 ( 3v) 

M -ar+p+s[' l-^J+^i , t-a»J 
where p*=p'+2/3kp 

Energy T •*** H^-4+nK) 
Turbulence k 
energy 

H+Pi/Prt P - pe 

Energy e 
dissipation 

li+Hi/Pr, (CifiP-C2f2pe)e/k 

where P = |i, 2x ISHUHI-Ef ,and X- ' d ( , ' - , - ) 

( t b - tw ) dy 

Hrf=p+Mi p, = c,fMpk/e 

f, = l+(0.05/f,)3 f, = l-exp(-RT
2) 

f„ =• [l-exp(-0.0165Ry)]
2(l+20 5/RT) 

R T = pk2/en R y ^ p k V M 

c„ = 0.09 ci = 1.44 C2=1.92 

Prk= 1.0 Pr. =1.3 PrT = 0.9 

where 

P = jj,,X 
du„ dv 

drj drj) \ 9£ drj 

dv dv 

+ 
[(dun du„ 
l U C P drj 

„ . dv dv 

dp dv 
+ V^+d-V 

(23) 

and where b = 0 for the continuity equation. The discretized 
procedure of the integrated equations is based on the power-
law scheme of Patankar (1980). The details of the discretization 
for the source term are documented in a paper by Faghri et al. 
(1984). Therefore, the description for this will be omitted here. 
The power-law scheme used here has formally first order accu­
racy, and in general, the usage of the nonorthogonal grids which 
arise from the coordinate transformation may increase the false 
diffusion. However, the accuracy of the sample problems tested 
in the paper by Faghri et al. (1984) is very good. The pressure 
and velocities are linked by the SIMPLE algorithm of Patankar 
(1981), and the discretized equations are solved by using line-
by-line method. 

The numerical computations were performed for Prandtl 
number of 0.7 and for 6 = 15 deg, 30 deg. If the peaks of 
both the top and bottom walls lie in the same plane, the 
vertical spacing H' can be expressed as a function of 6 and 
L where 

H' = {LI2) tan 9. (24) 

The selected values of H'lL are 0.25 tan 9 (=0.0669), 0.5 tan 6 
(=0.1340), and 0.75 tan 9 (=0.2010) for 9 = 15° and 
0.25 tan 9 (=0.1443), 0.5 tan 9 (=0.2886), and 0.725 tan 9 
(=0.4186) for 6 = 30°. These values are same as one in the 
previous work for the laminar flow. The numerical solutions do 
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Pressure taps 
Upstream tank Table 2 Dimensions of corrugated duct 

Downstream tank 

Fig. 2 Schematic diagram of experimental setup 

not converge for ducts with sharp edged corners. For this reason, 
the corners are approximated with a sine curve with chord 
length, I = LI 10. 

Attention is now directed to the calculation of the Reynolds 
number defined as 

Re = Ithlp, where rh = p I vdx. J (25) 

Another quantity of interest is the calculation of the friction 
factor expressed in terms of the Darcy friction factor as fol­
lows: 

/ = . D„ 
P pv2/2 

(26) 

where v = ml pH' and DH = 2H'. 
Finally, the cycle averaged heat transfer coefficient hm and 

cycle averaged Nusselt number are defined as 

Nu,„ = h, 
IE' 

K 

2H' -J> 
{¥-JT*(-fW <"> 

where 

Keff -
Pr P r r ' 

h„, = Q 
Aw (tw tf,) 

(28) 

and Aw is the per-cycle transfer surface area, approximately 
equal to IL/cos 9; Q is the rate of heat transfer from both walls 
to the fluid per cycle, and tw - tb is the average bulk-to-wall 
temperature difference. The log-mean temperature difference is 
expressed as 

eJ>fr 
(29) tw ~ h — (?„• — tb)y 

1 -

Jo 
\dy 

The computations were performed with 24 X 46 grid points. 
These grid points were distributed nonuniformly, with a higher 
concentration of grids closer to the walls, by using the power 
formula (e.g., Patankar, 1991) with powers of 1.3 to 2 de­
pending on the Reynolds number. The grid dependence test was 
performed for 9 = 30 deg and H'IL = 0.2886 with 20 X 38 
and 28 X 54 grids and for an identical pressure gradient of p 
= - 30 . The Reynolds number obtained with 24 X 46 grid 
points is 2728 forp = -30 . The change in the Reynolds number 
between the fine, 28 X 54, and medium, 24 X 46, grids was 

Duct angle (6) 30° 

Length of a cycle (L) 34.6 mm 

Number of cycles 19.5 

Inter-wall spacing (H') 10 mm 

HVL 0.2886 

0.2 percent and between the medium, 24 X 46, and coarse, 20 
X 38, grids was 0.7 percent. 

Experimental Setup 

Pressure drop measurements and flow visualization were per­
formed for a corrugated duct with sharp edge corners. A sche­
matic representation of the experimental setup used in this study 
is shown in Fig. 2. A steady flow of water was supplied to the 
test section from an upstream tank. The flow rate was controlled 
by a valve and was measured by weighing the volume of water 
accumulated at the outlet reservoir over a period of 30 seconds. 
The weight of the water for the case of Re = 200 reached about 
800 g. The test section consisted of a pair of corrugated plates 
of 19.5 cycles with an upstream entrance section of length 900 
mm. As shown in the close-up view of the duct, the valleys of 
the bottom plate are numbered so that an exit corner of a cycle 
has the same number as the cycle. Two chambers (plenums) 
were placed at the entrance and at the exit of the test section, 
respectively. The detail of the test section is shown as an insert 
in Fig. 2 and the dimensions are tabulated in Table 2. 

Axial pressure drops were measured by a diaphragm-type 
micro pressure difference sensor (Validyne DP 103, maximum 
pressure difference 56 Pa, minimum pressure difference 0.14 
Pa) connected to 0.6 mm holes drilled at the valleys of the 
top corrugated plate. The measurements were performed in the 
Reynolds number range of 200 to 3000. 

(a) 
Re=194 

C 
Flow direction 

(b) 
Re=2l6 

19 18 17 16 15 

Turbulent (c) 
Re=24! 

Turbulent 

10 9 8 7 6 5 

Turbulent 

Fig. 3 Photographs of flow visualization 

(d) 
Re=277 
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The respective uncertainties are: pressure drop, ±0.07 Pa, 
duct height H, ±0.1 mm, duct width, ±0.1 mm, interwall spac­
ing, ±0.1 mm, location of pressure tap, ±0.1 mm, water temper­
ature, ±0.1 K, weight, ±1 g and time, ±0.1 sec. The estimated 
uncertainty of the measured Reynolds number from these values 
ranges from 0.5 to 0.7 percent. And also from these values, the 
maximum uncertainty of the friction factor is estimated as ±13 
percent at Re = 200 and the minimum uncertainty is estimated 
as ±3 percent at Re = 3000. 

Results and Discussion 

Results of Flow Visualization. The top view of the repre­
sentative photographs of the flow are presented in Figs. 3(a) 
to (d) for Re = 194, 216, 241, and 277, respectively. The flow 
direction is shown by an arrow, and the vertical white lines in 
the photographs represent the corrugated duct corners. A pearl 
graze was used as a tracer. Since the pearl graze is flaky, dis­
turbed trajectories (relatively large white dots in the pictures) 

20 

5 15 
o >. o 

r 

3 
0 

o 
00 

°0 
CO 

8 
o 

o o 
o o o 

0 200 400 600 

Re 

800 1,000 

Fig. 5 Location of transition as a function of Re 

V. ; >f'~ ~v<r?Ml$? 

(a) 
Re=203 

(b) 
Re=238 

c 
Flow direction 

(c) 
Re=382 

(d) 
Re=618 

can be observed clearly when the transition occurs. This is seen 
at the locations of the 16th to the 18th cycles from the entrance 
[Fig. 3(b)]. Note that the numbering scheme used here is that 
each exit corner of a cycle has same number as the cycle. The 
transition point marked in the figure is defined as the place 
where the disturbance spreads into entire places of the channel 
in the span direction. In the case of Fig. 3(b), the transition 
point locates at the middle of the 18th cycle from the entrance. 
The transition point moves upstream with an increase in the 
Reynolds number [Fig. 3(c) and (d)]. The disturbed trajector­
ies are not seen in Fig. 3(a) when the flow is laminar. Note 
that the transition starts from near the side walls and flow is 
not symmetric. This trend is accentuated in Fig. 3(d). 

The side view of the representative photographs of the flow 
in the 18th cycle is shown in Fig. 4, with an arrow indicating 
the direction of the flow. A separation bubble, which washes 
the entire rear face of the corrugated wall, can be seen at Re = 
203 [Fig. 4 ( a ) ] . With an increase of the Reynolds number, 
these bubbles become larger [Fig. 4(b) and (c)]. With still 
further increase of the Reynolds number, the bubbles become 
smaller due to the high diffusion in the turbulent flow [Fig. 
4(d) and (e)]. 

Figure 5 shows the location of the transition point as a func­
tion of Reynolds number obtained from the flow visualization 
experiments. As seen from this figure, the relation between the 
Reynolds number and the transition point asymptotes to a verti­
cal line at about Re = 200. The transition to turbulent flow for 
conventional ducts behave in the same manner. Namely, the 
transition point moves upstream with an increase of Reynolds 
number. The transition Reynolds number from flow visualiza­
tion is about 200. The experimental results for the friction factor 
will be presented later together with the numerical results. 

(e) 
Re=1920 

NO.18 NO.17 

Fig. 4 Photographs of flow visualization 

Re= 161 322 537 841 1220 

Fig. 6 Streamline diagram for 6 = 30° and H'/L = 0.2886 
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ltc= 841 

Kmax= (0.3S4) 

1420 

(0.449) 

Fig. 7 Contours of turbulent kinetic energy for 0 = 30° and H' IL = 0.2886 

Flow Patterns and Turbulent Kinetic Energy Contours. 
The streamline contour maps for H' IL = 0.2886 and 8 = 30 
deg, and for Reynolds numbers in the range of 161 to 1220 are 
presented in Fig. 6. As seen in this figure, separation bubbles 
which wash the entire rear face can be seen at Re = 161. As 
the Reynolds number increases, these bubbles grow bigger up 
to Re = 500. Then, at further increase of the Reynolds number, 
the bubbles become smaller because of high diffusion in turbu­
lent flow. The same behavior is observed in experiments as seen 
in Fig. 4. 

The turbulence kinetic energy contour maps are presented in 
Fig. 7 with the flow direction indicated by an arrow. The con­
tours are plotted in intervals of 0.1 and are for H'lL = 0.2886 
and 8 = 30 deg, and for the Reynolds numbers in the range of 
841 to 1420. They are normalized by their maximum values, 
&raax, as indicated in the figure. As seen from this figure, the 
turbulence kinetic energy is zero and the contour line spacings 
are very small near the walls. The maximum value of the turbu­
lence kinetic energy occurs in the front face of the wall. 

Maximum Value of Dimensionless Turbulence Kinetic 
Energy. The maximum value of the dimensionless turbulence 
kinetic energy, (k/v2)max, as a function of Reynolds number is 
plotted in Fig. 8 with the aspect ratio H'IL as the curve parame­
ters. It can be seen from this figure that the turbulence kinetic 
energy is almost zero for laminar flow, and it greatly increases 
when the flow changes from laminar to turbulent. As shown in 
the figure, the value of the dimensionless turbulent kinetic en­
ergy in laminar flow ranges 4 X 10~ 4 to2 X 10~3, depending 
on the geometry. When the flow changes from laminar to turbu­
lent, it greatly increases. Then, the Reynolds number, when the 
maximum value of the dimensionless turbulence kinetic energy 
changes suddenly, is defined as the transitional Reynolds num-

0.8 

0.6 
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Fig. 9 Comparison of friction factor for 0 = 30° and H'lL = 0.2886 

ber. The transitional Reynolds numbers evaluated from this fig­
ure are listed in Table 3. It will be useful if the transitional 
Reynolds number can be expressed by a simple correlation. A 
least squares fit of the transitional Reynolds number yields with 

Re = 3 6 0 ( # 7 L r 0 5 6 

Re = 400 (#7L)" 

for 8 = 15 deg and 

for 30 deg (30) 

with an extreme deviation of 9 percent. As stated earlier, the 
transitional Reynolds number obtained from the flow visualiza­
tion for H'lL = 0.2886 and 8 = 30 deg is about 200. The 
predicted value is quite high compared with the value obtained 
from flow visualization experiments. This discrepancy will be 
discussed later. 

Friction Factors. The numerical and experimental results 
for the friction factor for H'lL = 0.2886 and 8 = 30 deg are 
presented in Fig. 9. To obtain the friction factor in the fully 
developed region, the pressure drop of the cycle, which locates 
far from the transition region, should be measured. Then, the 
friction factor was evaluated from the pressure drop results 
between the 17th and 19th taps. In this figure, the data of 
O'Brien and Sparrow (1982) for H'lL = 0.2886 and 8 = 30 
deg is also plotted. It is noteworthy that the experiments were 
performed for corrugated ducts with sharp edged corners and 
the numerical prediction were obtained for ducts with rounded 
corners. The only numerical prediction for the ducts with the 
sharp edged corners were obtained for laminar flow. The experi­
mental results will be compared with laminar flow results of 

Table 3 Transition Reynolds numbers 

e = i5° 

H'/L Re 

0.0669 1610 

0.1340 1110 

0.2010 870 

e-3o° 

Fig. 8 Maximum value of turbulent kinetic energy, (fc/?2)m», as a func­
tion of Re 

H'/L Re 

0.1443 1130 

0.2886 700 

0.4168 670 
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Fig. 10 Friction factor for 0 = 15° as a function of Re Fig. 11 Friction factor for 6 = 30° as a function of Re 

Asako and Faghri (1987), shown by dashed lines. In the range 
of Re < 400, both friction factors agree well but the experimen­
tal values become gradually lower in the range of Re > 500. 
The same trends can be seen for the numerical results for ducts 
with rounded corners. Since the onset of turbulence would 
strongly depend on external disturbances and the sharpness of 
the corners, discrepancies between the measured and predicted 
values are expected. 

The transitional Reynolds number obtained from flow visual­
ization is about 200. However, turbulence effects on the friction 
factor appeared at Reynolds of about 500 in the experiment. 
This fact indicates that the flow, in the range of 200 < Re 
< 500, has small turbulence, but time averaged quantities are 
identical to that of laminar flow. Since the numerical computa­
tion solves time averaged quantities, the predicted transitional 
Reynolds numbers are higher than those obtained from the flow 
visualization experiments. 

The friction factors, as a function of the Reynolds number, 
are plotted in Figs. 10 and 11 with the aspect ratio H' IL as the 
curve parameters. Figures 10 and 11 are the results for 9 = 15 
deg and 30 deg, respectively. The Lam-Bremhorst model used is 
quite stable for laminar flow region. Almost all of the calculated 
values of the friction factors in laminar flow region obtained 
by using the Lam-Bremhorst model perfectly coincide with the 
values obtained by assuming laminar flow. Some calculated 
values differ from the laminar friction factor. However, the 
maximum difference is less than 0.3 percent. The Reynolds 
number, when the friction factor curve undergoes a sudden 
change in slope, coincide with the transitional Reynolds number 
listed in Table 3. 

For high Reynolds numbers, the friction factor obtained by 
using the k-e model is higher than those obtained by assuming 
laminar flow, with the exception of the results for ducts with 9 
= 30° and H'lL = 0.2886. The experimental results for 9 = 
30 deg ai.d H'lL = 0.4186 and for the duct with rounded 
corners by Sparrow and Hossfeld (1984) are also plotted in 
Fig. 11. Two different degrees of roundness were examined. 
The cycle length, L, was 20.32 mm for both cases. The corners 
were removed 0.165 mm and 0.292 mm from the original peak 
for a smaller roundness and a larger roundness, respectively. 
The corresponding peak roundness of the numerical computa­
tion is 0.213 mm for the case of L = 20.32 mm. As seen from 

the figure, the experimental data lie on the extension line of the 
numerical results. 

The friction factor for the plane Poiseuille flow is plotted in 
Fig. 10 and together with the laminar friction factors shown by 
dashed lines. Kao & Park (1970) and Patel & Head (1969) 
have shown by experiments that the plane Poiseuille flow is 
unstable to finite amplitude disturbances at Reynolds numbers 
as low as 2600. Also, Orszag & Kells (1980) has shown from 
the three-dimensional finite-amplitude disturbance analysis that 
the transitional Reynolds number for the plane Poiseuille flow 
is 2000. The transitional Reynolds number of the present analy­
sis for the plane Poiseuille flow is 1840, and this value is slightly 
lower than the value predicted by Orszag & Kells. 

Nusselt Numbers. The results for the periodically fully de­
veloped Nusselt number as a function of Reynolds number with 
the aspect ratio H'IL as the curve parameters are plotted in 
Figs. 12 and 13. Figures 12 and 13 are the results for 9 - 15 
deg and 30 deg, respectively. The Nusselt number is based on 

5x103 

Fig. 12 Nusselt number for 6 = 15° as a function of Re 

68 / Vol. 119, FEBRUARY 1997 Transactions of the ASME 

Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



. Data of Sparrow & 
Hnssffilrt (H'/I.ll.41«(i) 

Parallel plate duct NiW.54 

S I I L—l I I I I I I I I I I 

102 103 5X103 

Re 

Fig. 13 Nusselt number for 0 - 30° as a function of Re 

the log-mean temperature difference defined by Eq. (29). It is 
noteworthy that the fully developed Nusselt number for straight 
duct for laminar flow is 7.54 and is independent of both Reyn­
olds and Prandtl numbers. The Nusselt numbers obtained by 
assuming laminar flow are also plotted by dashed lines in these 
figures. For low Reynolds numbers, the Nusselt numbers ob­
tained by using k-e model are identical with those obtained by 
assuming laminar flow. The values of Nusselt number is higher 
than 7.54, and it increases gradually with an increase in the 
Reynolds number. For high Reynolds numbers, the Nusselt 
number obtained by using k-e model is higher than laminar 
Nusselt numbers. There are no experimental data for the con­
stant wall temperature condition. Therefore, the experimental 
data by Sparrow and Hossfeld (1984) for 9 = 30 deg and H'I 
L = 0.4186 and for the constant heat flux condition are plotted 
in Fig. 13 as references. 

Concluding Remarks 

The transitional characteristics of fluid flow and heat transfer 
in the periodic fully developed region of the corrugated duct 
were obtained by using the Lam-Bremhorst low-Reynolds num­
ber k-e model and by using flow visualization and measurements 
of pressure drop. The main conclusions are: 

1 In experiments, the transition Reynolds number obtained 
from the flow visualization for a corrugated duct with the 
sharp edged corners is about 200 for 9 = 30 deg and H'I 
L - 0.2886. However, the effect of the transition on the 
friction factor appears at Re > 500. 

2 The predicted transitional Reynolds number is Re = 700 
for the duct with small rounded corners of 9 = 30 deg and 
H'/L = 0.2886. Since the model is based on the time aver­
aged quantities, the numerical computation by using the 
model gives higher transition Reynolds number. 

3 Since the friction factor and the Nusselt number are the time 
averaged quantities, the numerical computation by using the 
model can predict these quantities. 
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Experimental Study of Forced 
Convection From Isothermal 
Circular and Square Cylinders 
and Toroids 
Experimental studies of forced convection heat transfer from different body shapes 
were conducted to determine the effects of Reynolds number and different characteris­
tic body lengths on the area-averaged Nusselt number. Although the bodies differed 
significantly in their shapes, they had approximately the same total surface area, A 
= 11,304 mm2 ± 5%. This ensured that for a given free stream velocity and total 
heat transfer rate all bodies had similar trends for the relationship of Nusselt and 
Reynolds numbers. The experimental program range was conducted in the Reynolds 
number range 104 s, Re-jx =s 105 and Prandtl number 0.71. Finally, the empirical 
models for forced convection heat transfer were developed. These empirical models 
were valid for a wide range of Reynolds numbers 0 < Re& < 105. The present 
experimental correlations were compared with available correlation equations and 
experimental data. These comparisons show very good agreement. 

Introduction 
Experimental forced convection heat transfer from circular and 

square cylinders, or toroids, is important in a number of fields, 
such as heat exchange, boiler design, gas turbine blades, hot wire 
anemometry and the rating of the electrical conductors. The present 
study has been initiated to resolve the issue of the effect of the 
geometric of the body on the area-averaged Nusselt number. Also, 
this work seeks to provide a simple procedure to predict forced 
convection heat transfer from bodies of different shapes, based on 
the characteristic length of the square root of total surface area, 
VA, which was first suggested by Yovanovich (1987a, 1987b). 
The experimental data obtained from the present study will provide 
the necessary empirical correlations needed. 

A schematic diagram of the different body shapes, which will 
be investigated in the present study, is shown in Fig. 1. These 
different body shapes will be maintained at Ts and the ambient 
will be maintained at Tm. These bodies will be subjected to a 
uniform crossflow of air. 

Literature Survey 

Circular Cylinder. Numerous studies have attempted to 
correlate the area-averaged heat transfer by forced convection 
from long circular cylinders in crossflow in the form: Nu = 
Nu(Re, Pr). However, all of them have failed to establish this 
goal in a general form, Nu = Nu(L/£>, Re, Pr). Table 1 shows 
a summary of the important previous studies and their correla­
tions. In addition, Table 1 reveals disagreement in the results. 
These results can be summarized as follows: 

1 For three-dimensional flow, in general, each LID has its 
own correlation. 

2 For the same LID, it is common to find disagreement in 
the value of Nu, e.g., between Ahmad and Qureshi 
(1992) and Galloway and Sage (1967) for LID = 8, 

1 Present address: Nortel Technology, P.O. Box 3511, Station C, Ottawa, ON 
K1Y 4H7 Canada. 

Contributed by the Heat Transfer Division for publication in the Journal of 
Heat Transfer. Manuscript received by the Heat Transfer Division November 8, 
1995; revision received May 31, 1996; Keywords: Conduction, Forced Convec­
tion, Turbulence. Associate Technical Editor: Dr. T. Rabas. 

Burn et al. (1956)2 and Krujilin (1938)2 for LID = 50 
. . . etc. 

3 The power of Reynolds number varied between 0.3 and 0.75. 
4 A few studies considered the diffusive term and it was 

included in the correlations. However, these studies dis­
agreed on how to estimate this term, for example, King 
(1914)2 reported it to be equal to 0.315 (1290 < LID 
< 1520) and Laurence and Landes (1952)2 found it to 
be 0.19 (400 < LID < 2500). Also, Hatton et al. (1970) 
estimated the diffusive term to be 0.384 (96 < LID < 
1190). However, Delleur (1964)2 evaluated it as 1.148 
(LID = 100). On the other hand, most of the other 
studies neglected the diffusive term. 

5 There are two-dimensional numerical studies that as­
sumed L i> D. However, it is not known when we can 
conclude that the circular cylinder is two-dimensional. 

In addition, Churchill and Bernstein (1977) concluded many 
reasons for the above limitations. These limitations are: the lack 
of a comprehensive theory for the dependence on Pr, even for 
the boundary layer regime; competitive theories for low Re; 
the influence of natural convection at very low Re; discrete 
transitions in the boundary layer and the wake at high Re; the 
influence and the lack of specification of free stream turbulence; 
the use of different and undefined thermal boundary conditions; 
significant variation in physical properties between the surface 
and free stream around the surface; the incorporation of errone­
ous physical properties in older tabulated data, for example the 
work of Hilpert (1933); end effects, particularly at low Re; 
tunnel blockage; significant scatter in most of the data sets; and 
finally, unresolved discrepancies between the various sets of 
data. In addition, Morgan (1975) recognized many of these 
effects especially the blockage of the wind tunnel, turbulence 
intensity, and thermal properties. Based on that, Morgan (1975) 
also corrected and correlated many of the previous studies, in 
particular, the data of Hilpert (1933) as shown in Table 2. 

Churchill and Bernstein (1977) developed a correlation for 
forced convection heat transfer from circular cylinders as fol­
lows: 

2 From Morgan (1975) 
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Circular Cylinder 

Vx.% 

Circular Toroid 

Square Toroid 

Fig. 1 Schematic diagram of body shapes 

NuD = 0.3 + 0.62Re?;5 
P r i 

[1 + (0.4/Pr)2 '3] " 4 

X [1 + (ReD/282000)5/8]4/5102 s ReD == 107. (1) 

Equation (1) was developed for "infinite" circular cylin­
ders, i.e., L> D, but they did not mention the ratio of LID. 
However, they compared their correlation with experimental 
data for air of Hilpert (1933) (0.95 £ LID s 5120), Collis 

and Williams (1959)2 (2070 s LID s 8860) and Krall and 
Eckert (1973) {LID = 6.3). These experimental studies 
have been done for different LID. However, Churchill and 
Bernstein (1977) developed Eq. (1) by using the following 
procedure: 

NuD = a • Re S;5 Pr1 

[1 + (0.4/Pr)2 '3]1 (2) 

where a has been obtained from the numerical studies of Masli-
yah and Epstein (1973) and Jain and Goel (1976) at ReD = 1. 
They found a = 0.62 in order to provide the best fit for their 
equation. The diffusive term has been estimated from the experi­
mental and theoretical work of King (1914)2. 

Square Cylinder. A few previous studies investigated 
forced convection heat transfer from square cylinders. Table 3 
shows the summary of the previous studies experimental corre­
lations. Hilpert (1933) and Reiher (1926) examined this prob­
lem experimentally in different orientations using opposing flow 
and assisting flow. Igarashi (1985) also examined forced con­
vection from square cylinders experimentally. He used three 
square cylinders, LIW = 10, 7.5, 5 and L = 0.15 m, and the 
turbulence level in the working section was 0.5% where 5.6 X 
103 s Rew s 5.6 X 104. Recently, Bishop (1987) and Oosthu-
izen and Bishop (1987) investigated mixed convection from 
square cylinders experimentally and numerically using oppos­
ing flow and assisting flow. Also, they examined this problem 
using the heat transfer transient technique. One can conclude 
the following limitations of the previous studies: the influence 
of free convection was ignored, especially at low Reynolds 
number; significant variations in physical properties between 
the surface and the free stream such as Oosthuizen and Bishop 
(1987), AT = 70 K; the use of erroneous physical properties 
in older tabulated data, e.g., Hilpert (1933) and Reiher (1926); 
the effect of free stream turbulence on forced convection results; 
and finally, significant scatter in some of the data sets. 

Nomenclature 

A = surface area, m2 

a = constant in Eq. (2) 
c = constants in Eq. (16) 

CL. = constants in Eq. (21) 
Cjx = body shape parameter in Eq. (32) 
C\ = constants in Table 1 
C2 = constants in Tables 1, 2 and 3 
Cp — specific heat transfer, kJ/kg K 

CR = correction factor 
D = cylinder diameter, m 

DCs = cross section diameter, m 
D ; = inner diameter of toroids, m 

D0 = outer diameter of toroids, m 
F = view factor 
%= F X e 

G^ = gravity function 
h = coefficient of convection heat 

transfer, W/m2 K 
/ = electric current, A 
k = thermal conductivity, W/m K 
K = constant in Eq. (23) 
L = length, m 
£ = arbitrary scale length, m 
I = mixing length, I = Ky, m 

m = exponent in Tables 1, 2 and 3 
n = exponent in Eq. (9) 

Nu,. = area-averaged Nusselt number, 
Nu, = £h/k 

Nu? = area-averaged diffusive Nusselt 
number, Nu, = £hlk 

q = heat flux, W/m2 

QFC = forced convection heat transfer, 
W 

Que = natural convection heat transfer, 
W 

QRad = radiation heat transfer, W 
QT = total heat transfer, W 

Qw = wire losses, W 
P = perimeter, m 

Pr = Prandtl number, Pr = via 
Re t = Reynolds number, Re, = £VJv 

Ts = surface temperature, K 
7^ = ambient temperature, K 
Tu = turbulence intensity 
V = voltage, V 
V = volume, m3 

K, = free stream velocity, m/s 
V £ = measured free stream velocity, 

m/s 
W = width of the square cylinder, m 
x' = distance from the end of the con­

traction to the location of the ob­
ject in the wind tunnel, m 

Greek Letters 
a = thermal diffusivity, a = k/Cpp, 

m2/s 
a, = turbulent thermal diffusivity, 

m2/s 
7 ^ = constant in Eq. (27) 

e = emssivity 
AT = Ts - T„ 

v, = turbulent kinematic viscosity, 
m2/s 

p = density, kg/m3 

a — Stefan-Boltzmann constant, 
W/m2 K4 

T = blockage correction 

Abbreviations 
Cond = conduction 
Conv = convection 
Diff = Difference 
FC = forced convection 

MHTL = Microelectronics Heat Transfer 
Laboratory 

max = maximum 
NC = natural convection 
Rad = radiation 
T.S. = test section 
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Table 1 Forced convection Nusselt for circular cylinders in a crossflow for Pr 
= C, + C2 Reg 

0.71, NuD 

Author L/D Ci c2 m Rep 
King (1914)' 1290 - 1520 0.32 0.48 0.5 0.06 - 50.0 
King (1932)' - 0.0 0.764 0.41 3 - 3 0 0 

- 0.0 0.282 0.585 300 - 4000 
Hilpert (1933) 5120 0.0 0.891 0.33 1 -4 

1625 - 5120 0.0 0.821 0.385 4 - 4 0 
20 - 3170 0.0 0.615 0.466 40 - 40000 
5.6 - 20 0.0 0.174 0.618 40000 - 400000 

Krujilin (1938)' 2.7 - 42.4 0.0 0.27 0.6 6000 - 130000 
Kramers (1946) - 0.39 0.52 0.5 9.5 - 1420 
Masil-Sherwood (1950)* 4 - 2 . 5 0.0 0.322 0.57 6,000 - 30,000 
Eckert-Soehngren (1952)* 6 - 1 8 0.0 0.57 0.473 20 - 600 
Laurence-Landes (1952)* 400 - 2500 0.19 0.51 0.5 1 5 - 7 0 
Snyder (1953)' 12 0.0 0.278 0.55 8000 - 20000 
Burn et al. (1956)* 37.5 - 60.0 0.0 0.136 0.65 6000 - 15000 
Van der Hegge (1956)* 37.5 - 555 0.0 0.68 0.41 5 - 5 0 

37.5 - 555 0.35 0.43* 0.5 20- 80 
Collis-Williams (1959)' 2070 - 8660 0.24 0.56 0.45 0.02 - 44 

2070 - 8660 0.0 0.48 0.51 44 - 140 
Kazabvetich (1959)' 11.4 0.0 0.246 0.6 5000 - 35000 
Van Mell (1962)' 6.9 0.35 0.5 0.5 5000 - 37000 
Delleur (1964)* 100 1.15 0.726 0.5 1 - 3 
Galloway-Sage (1967) 8.0 0.0 0.167 0.637 2700 - 38000 
Hatton et al. (1970) 96 - 1190 0.38 0.581 0.439 0.6 - 45 

96 - 1190 0.0 0.95 0.3 0 . 6 - 4 
96 - 1190 0.0 0.81 0.38 4 - 4 0 
96 - 1190 0.0 0.786 0.392 1 6 - 4 5 

Srenivasen-Ramachandram (1971)* 17.5 0.0 0.226 0.6 2500 - 15000 
Andrews (1972)* 24 - 1300 0.34 0.65 0.45 0.015 - 20 
Bradbury (1972)* 270 - 2000 0.24 0.56 0.45 0.5 - 12 
Krall-Eckert (1973)* 6.3 0.0 0.93 0.37 5 - 5 0 

6.3 0.0 0.64 0.46 50 - 5000 
Koch (1972)* 230 0.72 0.8 0.45 1.2 - 4.1 
Petrie-Simpson (1972)* 5.7 0.0 0.042 0.75 4000 - 33000 
Churchill-Bernstein (1977) - 0.3 0.485 0.5 -
Zukauskas-Ziugzda (1985) - 0.0 0.23 0.60 1000 - 2 X 105 

Ahmad-Qureshi (1991) - 0.0 0.844 0.383 1 -60 
Ahmad-Qureshi (1992) 8.0 0.0 0.0675 0.733 6800 - 21300 

| from Morgan (1975) 
* NuD = Cj + C2 fleg + 0.001ReD 

The circular and square toroids were not considered in previ­
ous studies which were available to authors. The objectives of 
the present investigation can be summarized as follows: 

1 use experimental techniques to study the forced convection 
heat transfer from different arbitrary body shapes such as 
spheres, circular horizontal cylinders, square horizontal cyl­
inders, toroids and square toroid; 

2 examine different scale lengths such as square root of the 
total heat transfer area, , diameter, D, the ratio of surface 
area to the perimeter length, Alp and the ratio of the volume 
to the surface area, 4nV/A, etc. (The effect of the character­
istic length, £, will be taken into consideration in the present 
study.); 

3 develop a general model based on the experimental results 
and the approximate analytical solution of Refai Ahmed and 
Yovanovich (1995) in order to explain the forced convec­
tion heat transfer from different body shapes; 

4 develop design correlations of the experimental results in 
order to satisfy the needs of various engineering applica­
tions. In addition, the design correlations will also consider 
the conduction limit, Re r = 0, for the different body shapes 
which have been introduced by Jafarpur (1992) and Wang 
(1993). 

Experimental Program 
The purpose of the experimental program is to study the 

external forced convection heat transfer from isothermal bodies 
of different shapes. The experiments are necessary because of 
the analytical difficulties involved in finding a solution for any 
shape. These experiments can be a starting point in the develop­
ment of empirical models of the bodies considered. The current 
experiments are designed to meet the following requirements: 
maintain the body at uniform temperature; minimize radiation 
heat transfer; accurately determine effective surface emissivity 
of the bodies in order to correct for radiation losses; and deter­
mine the effect of turbulence intensity. 

The body geometries which were tested in the present study 
(see Fig. 1) are: 

• horizontal circular cylinder with LID = 9 and D = 0.02 m 
• horizontal square cylinder with L/W = 9.12 and W = 0.017 

m 
• circular toroid with D0 = 0.078 m, D, = 0.039 m and Dcs = 

0.039 m 
• square toroid, D0 = 0.068 m and D, = 0.034 m and L = 

0.017 m 

These body shapes are manufactured from 6061-T6 aluminum 
with a thermal conductivity of 167 W/mK. The main reason to 
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Table 2 Recalculation of the Hilpert data (1933) by Morgan (1975), NuD 

= C2 Re© 

Reo L/D Hilpert (1933) Morgan (1975) Reo L/D 

c2 
m c2 

m 

1-4 5120 0.891 0.33 - -

4-40 1625 - 5120 0.821 0.385 0.795 0.384 

40 - 4000 20 - 3170 0.615 0.466 0.583 0.471 

4000 - 40000 5.6 - 20 0.174 0.618 0.148 0.633 

40000 - 400000 0.9-11.4 0.0239 0.805 0.0208 0.814 

choose a high thermal conductivity material is to ensure that 
we maintain an isothermal boundary condition. Furthermore, 
the polished aluminum will minimize the radiative heat transfer 
between 5 percent to 2 percent of the total heat transfer rate. 
In addition, all body shapes have approximately the same sur­
face area (A = 11304 mm2 ± 5.5%). 

Wind Tunnel. The present experiment was conducted in a 
low-speed open suction wind tunnel. Figure 2 shows a sketch 
of the wind tunnel. The cross section of the test section is 0.3 
m by 0.3 m. The present investigation examined the flow quality 
in the X-direction and the F-direction at three different fan 
speeds. It was observed that the maximum difference between 
the average velocity and the local velocity was approximately 
3.8% (more details in Refai Ahmed, 1994). Furthermore, the 
velocity can be considered constant to within 30 mm of the side 
wall of the test section. 

Blockage Effect. One of the main concerns for any forced 
convection heat transfer experiment inside the wind tunnel is 
the blockage effect, T, where the velocity of the stream is 
affected directly by the blockage as shown in the following 
equation: 

K. = (1 + T ) - V 4 (3) 

where V L is the measured free stream velocity which does not 
account for the blockage effect. Rae and Pope (1984) suggested 

flap door 

300 mm square 

duct 

turning vanes 

center line of fan 
and pivot axis 

Fig. 2 Sketch of wind tunnel 

that the blockage equation, T, for a shape that needs to be tested 
in a tunnel is 

T = 0.25 • 
Model Frontal Area 

Test Section Area 
(4) 

In the present study T will be fixed at a maximum value of 
0.01. It is recommended to the reader to review Morgan (1975) 
for the extensive review of the blockage effect on the area-
averaged Nusselt number. 

Turbulence Intensity. One of the main concerns about the 
previous forced convection heat transfer studies is the turbu­
lence intensity and its effect on the output results. Therefore, the 
present study determined the effect of the turbulence intensity. 
Figure 3 shows the experimental results for different velocities 
and the corresponding values of the turbulence intensity, Tu, at 
the inlet and outlet of the test section (more details in Refai 
Ahmed, 1994). Tu is calculated from the following equation: 

Tu = 6.59 X 1(T6( — 
1.15 

Re ,0.575 (5) 

Table 3 Forced convection Nusselt for square cylinders in crossflow w here L = 2.17 m and x' is the distance from the end of the 
for Pr = 0.71, Nuw = C2 Reftt contraction to the location of the object being tested. 

Author Orientation* c2 m Rvw 

Hilpert (1933) 0.0 
TT/4 

0.085 
0.201 

0.675 
0.588 

3900 - 78500 
3900 - 78500 

Reiner (1926) 0.0 
TT/4 

0.149 
0.238 

0.691 
0.624 

1960 - 6000 
1960 - 6000 

Igarashi (1985) 0.0 
TT/4 

0.14 
0.27 

0.660 
0.59 

5600 - 56000 
5600 - 56000 

Oosthuizen -
Bishop (1987) 

0 
TT/4 

0.281 
0.414 

0.57 
0.537 

300 - 5000 
300 - 5000 

t Correlations were developed for 
both assisting and opposing flow 
* 0 means horizontal square cylinder 
TT/4 means square horizontal with TT/4 
rotation about the longitudinal axis 

Air 

Tu at th«T.3. Outlet 

T u a t t h e T . S . Inl»t 
I ,1 I I I I I I 

V (m/s) 
1 0 ' 

Fig. 3 Relationships between turbulence intensity and free stream ve­
locity at inlet and outlet of MHTL wind tunnel test section 
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Emissivity Measurements. The general experimental 
method, which is used here, is similar to the approach used by 
Hassani (1987). The current study is designed to find the ther­
mal emissivity at the steady state condition where 

QT = Qcond + QNC + QRad + Qw (6) 

Hassani (1987) has shown that the heat transfer due to convec­
tion and conduction can be ignored if the testing body is placed 
in a vacuum. However, Qw, wire loss is determined by modeling 
the wire as an infinite circular fin. 
Therefore, 

* - V 1 : Q \ . (7) 

The present study is conducted for different body shapes in 
a vacuum chamber in which the air pressure is approximately 
1CT5 Torr in order to measure the coefficient f (shape factor 
and emissivity constant). S? was 0.15, 0.117, 0.125 and 0.115 
for the circular cylinder, square cylinder, circular toroid, and 
square toroid, respectively. 

Forced Convection Heat Transfer Calculation 
The present experiments will give us the total heat transfer, 

QT, from the body (more details about the measurement of QT 

can be found in Refai Ahmed, 1994) where QT at the steady 
state is the sum of convection heat loss, QConv, the radiation 
heat loss, QRmi, and the wire heat loss, Qw. 
Therefore, 

Qconv = QT ~ QRad ~ Qw- (8) 

The effect of free convection on forced convection phenom­
ena has been investigated under the subject of mixed or com­
bined free and forced convection. Morgan (1975), Jaluria 
(1980), and Burmeister (1993) provide a detailed review of 
the many investigations on the subject of mixed convection 
from isothermal plates, cylinders, and spheres. Most of the pre­
vious studies such as Churchill (1977) and McAdams (1942) 
presented this phenomena in the following form: 

Nu = (Nu£c + Nu^) 1 ' " . (9) 

Yovanovich and Vanoverbeke (1988) developed their mixed 
convection model based on the forced convection correlation 
of Yuge (1960) and the free convection correlation of Raithby 
and Hollands (1975) for sphere and Pr = 0.71. These correla­
tions are 

NUDFC = 0.491 Re S5 (10) 

and 

NuDw = 0.452 Rag25. (11) 

Yovanovich and Vanoverbeke (1988) also proposed that for 
forced convection from a sphere, the dimensionless heat transfer 
rate by convection is the summation of the dimensionless heat 
transfer by conduction, free convection, forced convection, 
and a correction factor, CR, where CR is 0.86 -
2.86(RaD/ReD)1M. Furthermore, Steinberger and Treybal 
(1960) proposed a formula similar to Yovanovich and Vanover­
beke (1988) for assisted flow. Churchill (1977) used the same 
formula for either forced convection or free convection for air, 
but his constant for forced convection is 0.535 and for free 
convection is 0.511. For the mixed convection from spheres, 
this can create some differences in the limits of pure free con­
vection and forced convection. These differences are carried to 
the mixed convection predication. Therefore, Eq. (9) can not 
predict Nu very accurately, unless Nuwc, Nu^c, and n are well 
known. 
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Other previous studies presented the mixed convection as a 
function of (Gr/Re2) such as Sparrow and Gregg (1959), Lloyd 
and Sparrow (1970), and Eshghy (1964) where at Gr/Re2 « 
1, both free and forced convection are important. In contrast, 
free convection is dominant when Gr/Re2 >̂ 1 and forced con­
vection is dominant when Gr/Re2 <? 1. Furthermore, Clift et 
al. (1978) stated that, "consideration of the available data for 
spheres indicates that forced flow correlations are accurate to 
about 10% for Gr/Re2 < 0.2." Yovanovich and Vanoverbeke 
(1988) proved that Clift et al.'s statement is inaccurate for the 
Rowe et al. (1965) air data. Also, they found that free convec­
tion effects in cross flow were observed to be significant for 
Gr/Re2 as low as 10 "4. In addition, Clift et al. (1978) examined 
Yuge (1960) sphere's experimental data for mixed convection 
of aiding flow and cross flow in the ranges of 3 < ReD < 300, 
180 < GrD < 1800 and Pr = 0.71. They concluded that aiding 
flow data lay slightly above those for crossflow. Similar behav­
ior occurs for cylinders as observed by Hatton et al. (1970) 
and Oosthuizen and Madan (1971). 

The present study will use the Yovanovich and Vanoverbeke 
(1988) concept to remove the effect of free convection from 
the data of different body shapes. However, in the experimental 
range of the present study CR is negligible. Therefore, QFC can 
be approximated as 

QFC = Qcom ~ QNC (12) 

for assisted flow conditions. 

Radiation Heat Loss. After the method of how to obtain 
? is described, the radiation heat loss can be determined as 
follows: 

GA* = a rA(7 l - 71). (13) 

It is estimated from the preliminary experiments that the maxi­
mum QRad is approximately 6 percent of the input power when 
f = 0.115 and Ts = 310 K. 

Wire Loss. The wire loss by heat conduction from the ther­
mocouple wires and the power leads is taken into account by 
treating them as infinite fins. Mack (1991) reported that the 
conduction losses were of the order of 0.5% of the total input 
power which is an order of magnitude less than the radiation 
loss. However, in the experimental procedure for radiation tests 
the wire loss is considered. 

Free Convection Heat Loss 

The free convection heat loss for the different body shapes 
will be calculated based on the proposed model of Jafarpur 
(1992). 

QNC = jA-AT-k-F(Pr)-Gti-Ra'£ (14) 

where F(Pr) is the Prandtl number function, which was pro­
posed by Churchill (1983) 

F ( P r ) = [1 + (0.5/Pr)9 '16]4 '9 ( 1 5 ) 

and Gjx is the body gravity function defined as 

GrA-{^y (16) 

where Fmax is the maximum perimeter and is the surface 
area, i.e., c depends on the body shape and it lies in the range 
of 0.8 to 1. 

Error Analysis. The overall uncertainties for Re,, Ra.,, e, 
and Nu, are investigated, and it is found that the uncertainty of 
Re, is ±7.2 percent which occurs at low values of the Reynolds 
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Fig. 4 Relationships between Nusselt and Reynolds number for different body shapes (air) 

10 

number. In addition, it is found that the uncertainty in Nur 

is approximately ±5.4 percent (more details in Refai Ahmed, 
1994). 

Data Analysis 

Figure 4 shows the present experimental results of forced 
convection heat transfer from the isothermal circular cylinder, 
square cylinder, circular toroid, and square toroid in the Reyn­
olds number range, 104 < Reft ^ 105 and 0.012 < Tu < 0.049. 
These data have been reduced by removing radiation and free 
convection heat transfer effects. However, the effect of the tur­
bulence intensity has not been removed. The dimensionless pa­
rameters, Nu, and Re r, have been defined with respect to £ = 

(A. 
Two procedures were used to generate the experimental re­

sults. The first technique involved fixing the electric power input 
of the heater at five and ten W and varying the flow velocity. 
In contrast, the second technique was to fix the temperature 
difference, A7\ by varying the flow velocity and the electric 
power simultaneously. Both methods produced similar experi­
mental results. 

Figure 4(a) shows the present data of Nusselt and Reynolds 
numbers for forced convection heat transfer (Pr = 0.71) from 
the isothermal circular cylinder in cross flow with LID = 9 and 
D = 0.02 m. The effect of natural convection in the experimental 
data was between 10 percent and 3.5 percent for the range of 
Reynolds numbers between 21,000 and 92,000. However, the 
radiation effect in the same range of Reynolds number was 2 
percent to 0.8 percent. 

Figure 4(b) presents the present data of Nusselt and Reynolds 
numbers for forced convection (Pr = 0.71) from a horizontal 
square cylinder with L/W = 9.12 and W = 0.017 m. The maxi­
mum effect of radiation in the range of Reynolds number from 
24,000 to 9 X 104 was 2 percent at Reft =* 24,000. However, 
the free convection effect was 20 percent at Reft =* 24,000 and 
the minimum effect was 5 percent at Reft — 90,000. 

Figures 4(c) and 4(d) show the present data of the Nusselt 
and Reynolds numbers for forced convection heat transfer (Pr 
= 0.71) from both the isothermal horizontal circular toroid with 
Do = 0.078 m, D, = 0.039 m, and Dcs = 0.039 m and the 
square toroid with D0 = 0.068 m, D, = 0.034 m, and L = 0.017 
m (see Fig. 1). The effect of free convection was found to be 

a maximum of 13.4 percent at Reft = 23153 and a maximum 
of 1.6 percent for radiation at Reft = 23153. Table 4 shows the 
relationships between Nuft and Reft and the maximum and 
RMS percent differences for the different body shapes. 

Effect of Characteristic Length on Nu - Re Relation­
ship 

One of the important issues in a study dealing with different 
body shapes is how to present the relationships between the 
Nusselt and Reynolds numbers. Therefore, the choice of an 
appropriate scale length is a very important step in the develop­
ment of the final results for this type of study. Yovanovich 
(1987b) examined a number of different scale lengths, such as 
the diameter for the sphere and the horizontal circular cylinder, 
the height of a vertical cylinder and flat plate, and the minor 
and major axes of oblate spheroids. Yovanovich (1987b) con­
cluded that these scale lengths are not general when they ap­
proach zero as the thickness of the body goes to zero. Other 
scale lengths have also been used in the literature, such as the 
diameter of a sphere having the same volume as the body, £ = 
(6V/TT)U\£ = TGI A was used by Tsubouchi and Sato (1960). 
In addition, Churchill and Churchill (1975) used £ = 4-KV/A. 
Jafarpur (1991) examined these scale lengths and found that as 
the thickness goes to zero, the characteristic lengths becomes 
zero. Therefore, none of these characteristic lengths can be 
considered as a general scale length. Pasternak and Gauvin 
(1960) proposed a characteristic length of AIP. Furthermore, 
other studies have also used this scale length such as, Goldstein 

Table 4 Experimental correlation of forced convection 

Body Shape Correlation Equation RMS 
Diff. % 

Maximum 
Diff. % 

Eq. 

Circular Cylinder 0.508 Tu0-174 Re°J%7 2.15 6.03 (17) 

Square Cylinder 0.303 TV0-174 fle^f5 1.53 4.73 (18) 

Circular Toroid 0.899 Tu°-17i Re°j>$4 1.41 7.80 (19) 

Square Toroid 0.901 Tu°-i74 Re0^ 1.98 4.97 (20) 
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et al. (1973), Weber et al. (1984), and Sahraoui et al. (1990). 
Jafarpur (1991) stated some criteria for choosing an appropriate 
characteristic body length. These criteria can be summarized 
as follows: the characteristic length should be well defined, 
applicable to all bodies, possible to calculate or measure easily, 
intrinsic, physically interpretable, related to the orientation of 

Recently Refai Ahmed et al. (1996) investigated analytically 
and experimentally the effect of the turbulence intensity on 
forced convection heat transfer from isothermal spheres. In ad­
dition, they developed an approximate analytical solution in the 
following form based on the linearization of the thermal energy 
equation: 

Nu,fl = I 1 + Pr — 
v 

3.545 + 

5fi 
(1/Pr) + {a,lv) 

1 + (v.lv) 

C 2 y * + l ) ( l + ^ 1 + 
(1/Pr) + (a,/u) 

(2y^ + 1)3(1 + {v,lu))\ 

(22) 

the body, able to collapse all data into a single curve. Jafarpur 
examined both £ = VA and £ - A/P and based on these criteria 
he found that is the most appropriate scale length. In addi­
tion, the scale length of has also been used by Yovanovich 
(1987b), (1988) and Yovanovich and Vanoverbeke (1989). 

The present study has examined the relationships between 
Nuj and Re, based on different characteristic lengths such as 
{A, A/P, (6^77r)1/3 and 4nt</A (for the circular cylinder, 
square cylinder, circular toroid, and square toroid). The present 
investigation concluded that all of the relationships have the 
same trend and approximately the same slope (m ^ 0.7). There­
fore, NUf verses Ref relationships may be expressed in the 
following form: 

Nu,. = Nu° + C., Re?-7. (21) 

Nu° is the diffusive Nusselt number and Cc is constant which 
is dependent on body shape. The maximum percent differences, 
using various scale lengths such as VA, A/P, (6V/7c)U3, and 
4TTV/A , between the coefficients of CL for different body shapes 
are 30 percent, 18 percent, 25 percent and 23 percent and the 
maximum percent differences between the value of Nu? for 
different body shapes are 19 percent, 51 percent, 28 percent 
and 59 percent, respectively. One can also observe that the 
characteristic length of A/P, (61V7T)"3, and 4nV/A are better 
than at high Reynolds number (where the diffusive limit is 
negligible). However, these scale lengths [(6W7r)"3 and 
(4nV/A)] can not be used if the body thickness goes to zero. 
In contrast, at low Reynolds number (where the diffusive limit 
is more pronounced) the scale length of VA is better than the 
other characteristic body lengths. Therefore, the choice of the 
characteristic length is limited to either A/P or . In the pres­
ent study the scale length of has been selected where this 
characteristic body length is the appropriate scale length, all 
over the wide range of Reynolds number, to collapse the experi­
mental data. Also, all the present body shapes have the same 
surface area. 

Empirical Models 
In this section empirical models are developed based on: 

• the experimental results for the circular cylinder, the 
square cylinder, the circular toroid and the square toroid; 

• the characteristic body length, , which was shown to 
have certain advantages in the above section; 

• the removal of the effect of the free stream turbulence 
from C& by using Refai Ahmed et al. (1996) method; 
and 

• the separation of F(Pr, y^) (which was derived in Refai 
Ahmed and Yovanovich, 1995) from C{\. 

where 

v, - = [(1.253/i:7wVRe,ff)3 + (0.928#2Tu2Rev£)3]1/3 (23) 
v 

and 

K = 0.05 and a, = v,. (24) 

The variable yjx was defined in Refai Ahmed and Yovanovich 
(1995). The solution of Refai Ahmed et al. (1996) was found 
to be in very good agreement with their experimental data and 
the data of Raithby (1967). 

The present study applies the Refai Ahmed et al. (1996) 
solution to remove the effect of the turbulence intensity from 
the heat transfer results of the sphere. This solution is now 
applied to remove the turbulence intensity effect from the circu­
lar cylinder, square cylinder, circular toroid, and square toroid 
results. The relationships between Nusselt and Reynolds num­
bers based on the square root of the area have the same trend 
for each of these bodies, as mentioned before (m ^ 0.7), after 
removing the radiation effect and the free convection effect. 
Therefore, the only effects left are the turbulence intensity and 
Prandtl number. Furthermore, the magnitude of the turbulence 
intensity is the same for all body shapes at the same Reynolds 
number, e.g., at Refi = 22000, Tu = 0.022 and Re& = 80000, 
Tu = 0.046. 

The present experimental results can be presented in the gen­
eral form 

Nu« = Nufc + CfA Re^F(Pr , ytf 

O s R e f i 6 X 106. (25) 

This general form has been developed through the approximate 
analytical approach given in Refai Ahmed and Yovanovich 
(1995). Also, it was shown that F(Pr, y&) for different body 
shapes can be defined as follows: 

F(PT, yfA) = 
Pr1 

( 2 y f i + 1)3 + 
Pr 

0 < Pr < oo (26) 

where, for the circular cylinder: 

yfA [1 + 0 . 4 9 R e ^ ] ' 
(27) 

The empirical expression for y^ for the circular cylinder will 
be used for the square cylinder, circular toroid, and square 
toroid. The reduced experimental data from the turbulence in­
tensity effect (using Refai Ahmed et al., 1996) can be correlated 
for the different body shapes as shown in Table 5. 
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Table 5 Proposed correlations of forced convection 

Body Shape Correlation Equation 
ofJV« l /3 

RMS 
Diff. % 

Maximum 
Diff. % 

Eq. 

Circular Cylinder 4.15 + 1.71 fl<%F(Pr,-V3) 
0.76 + 0.73 flejj5 F{Pr,fD) 

4.47 
4.47 

9.9 
9.9 

(28a) 
(28b) 

Square Cylinder 4.01 + 1.37 Re°jLF(Pr,1Vz) 
0.65 + 0.55 Reff F{Pr,-fW) 

1.09 
1.09 

3.69 
3.69 

(29a) 
(29b) 

Circular Toroid 3.41 + 1.58 fle«j F(Pr , i^ ) 0.92 3.58 (30) 

Square Toroid 3.37 + 1.60 Re"^F(Pr,lsrx) 0.87 3.34 (31) 

One observes from the correlations in Table 5 that the body 
shape parameter, CJX, can be correlated in the general form 

j 0.5 

(32) C^ = 0M("MK 

' i 

v 
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< 
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Fig. 6 Comparison between present study and previous works for circu­
lar cylinders (air) 

This semi-empirical form can predict Cfi within ±9 percent. 

Comparison of Present Results and Previous Work 
This section compares the present experimental model with 

the available data and correlations from previous studies. These 
comparisons will be done based on the characteristic length D 
for the circular cylinder, and W for the square cylinder. The 
main reason is that most previous works were reported based 
on these scale lengths and there is insufficient information to 
calculate the surface area. 

Figure 5 shows the relationship between Re^ and NUVJ -
Nu^/[0.84(Pmax/\/A)05] for the reducing experimental data of 
circular and square torbids and cylinders. Figure 5 also shows 
that the experimental data have the same trend and all of them 
lie together. This relationship concluded that the function 
0.84(Pmax/VA)05 can estimate the parameter Q j . 

Circular Cylinder. Figure 6 shows comparisons between 
the empirical model, Eq. (28b), the approximate solution of 
Refai Ahmed and Yovanovich (1995), and the correlations of 
the previous works in a wide range of Reynolds number, 1 •& 
ReD =s 105. One observes from Fig. 6 at low ReD (ReD < 5) 
that there are significant differences between most of the previ­
ous works and the empirical model. This is due to the effect of 
LID, where the correlation equations of the approximate solu­
tion, Van der Hegge (1956), Morgan (1975), and Ahmed and 
Qureshi (1991) are based on LID > 1, i.e., their Nusselt num­

bers at the diffusive limit go to zero. At high Reynolds number 
range, ReD s= 104, most of the correlation equations of previous 
works are slightly higher than the empirical model. This is also 
due to the effect of LID, the free stream turbulence and the 
free convection. Other correlation such as Ahmed and Qureshi 
(1992) was higher than the present work due to their boundary 
condition (isoflux boundary). In contrast, the correlation equa­
tion of Churchill and Bernstein (1977) was found lower than 
both the empirical model and the previous works. 

Figure 6 also shows comparisons between the recent forced 
convection correlations for circular cylinder from Churchill and 
Bernstein (1977), Morgan (1975), and Zukauskas and Ziugzda 
(1985) and the present study. Figure 6 shows very good agree­
ment, within three percent, between the present study and Mor­
gan (1975) and the maximum difference is 14 percent. In addi­
tion, the present study is higher than the Churchill and Bernstein 
correlation by 6.8 percent. In contrast, the experimental correla­
tion of Zukauskas and Ziugzda (1985) is higher than the present 
study, Eq. (28b), by 13 percent. These comparisons show that 
the present study, Eq. (28fr), is in good agreement with most 
of the previous studies. 

Square Cylinder. Figure 7 shows comparisons between 
the experimental model, Eq. (29b), with other available experi­
mental correlations in the literature3 such as Rieher (1926), 

5 The correlation equations are available in Table 3 

^ 

•s> 

_ fll - 1 1 " ! •i ' - i ™ i "r . 

" A Circular Toroid : 
" 0 S q u i r t Toroid ' 
- it Circular Cylinder 

.^iii&Bft 
- * Squart Cylinder 

^j&&&$& 00^^-
_ ^ # 

, , * * * * * * * 
• A A 

A . 
— • 

- • 

- • 

- • 

" 
1 • i i t i l l 

T 1—I I I I I 

J I I I I I I I 

p(19B7) 

>hl(19S5) 

1(1933) 

V - R l ( h i r ( 1 9 2 6 ) 

I I 

10 19 a « a 

Fig. 5 Relationships between Reynolds number and body shape param- Fig. 7 Comparison between present study and previous works for 
eter for different body shapes (air) square cylinders (air) 
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Helpert (1933), Igarashi (1985), and data of Bishop (1987). 
Bishop (1987) and Oosthuizen and Bishop (1987) examined 
this problem and developed an experimental correlation for as­
sisted flow and opposing flow, 

Nu„, = 0.281 Refr57 7 =s L/W =s 12.5 

The average difference between this correlation and their mea­
surements was ±22 percent, which is reflected in the scatter as 
shown in Fig. 7. Furthermore, the range of Grashof number in 
the experiments of Bishop was 74,000 < Grw s 450,000 which 
can influence the forced convection results. In addition, the 
effect of turbulence intensity can be another reason for the 
scatter in the data. The high temperature difference between the 
surface temperature and the ambient temperature, AT = 75 K, 
can also influence the heat transfer results as observed by Hilpert 
(1933) and Churchill and Brier (1956) in their experimental 
work. Hilpert (1933) and Churchill and Brier (1956) found 
that the temperature effect can influence the heat transfer result 
by ( 7 y r „ ) a i 2 4 and (Ts/T„)on, respectively. In addition, Fig. 
7 shows that the Igarashi (1985) correlation is also above the 
experimental correlation, Eq. (18), by 30 percent. However, he 
did not discuss the influence of radiation, free convection, and 
free stream turbulence on his experimental measurements. Fur­
thermore, the experimental error was not reported. Therefore, 
it is difficult to justify the difference between Eq. (18) and the 
correlation of Igarashi. 

In contrast, Hilpert's (1933) correlation is in good agreement 
with Eq. (29b). However, concerns about Hilpert's circular 
cylinder work were reported by Fand and Keswani (1973), 
Morgan (1975), and Churchill and Bernstein (1977). These 
concerns include the calculation of the thermal properties, the 
turbulence intensity effect, and the blockage effect. It is difficult 
to examine these concerns for the square cylinder since there 
is insufficient information. Figure 6 also shows the experimental 
correlation of Reiher (1926) is higher than other previous stud­
ies including the present study, Eq. (18). One concludes that 
there is insufficient information to examine the previous studies 
and the only available data, Bishop (1987), had a lot of scatter. 

Summary 

A series of experiments were conducted for the area mean 
Nusselt number for forced convection from different body 
shapes such as isothermal circular cylinders, square cylinders, 
circular toroids, and square toroids in the range of Reynolds 
number, 104 < Rev^ s 105. The present experiments have been 
reduced to remove the effects of free convection, radiation, and 
free stream turbulence. Furthermore, experimental models for 
heat transfer by forced convection from different body shapes 
were developed. In addition the present study found that Qr 
depends on the geometric of the body shape as shown in Eq. 
(32). The model, Eq. (28b), of the circular cylinder is com­
pared against approximate solution of Refai Ahmed and Yova-
novich (1995), and other available correlations. These compari­
sons show good agreement between the model and most of the 
previous studies. However, the present study could not compare 
the circular toroid and square toroid results because there is 
insufficient, well documented, data available in the literature. 
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Experimental Investigation of 
Thermal and Hydrodynamic 
Development Regions for Drag-
Reducing Surfactant Solutions 
The reductions in friction and heat transfer exhibited by a surfactant solution in the 
entry region of a circular pipe were measured and analyzed, with special attention 
paid to the relationship between the local heat transfer and friction. Two entrance 
configurations were used, a cone contraction and wire mesh plugs used as a device 
for velocity profile flattening. Both the simultaneous development of temperature and 
velocity profiles and the development of temperature profile with hydrodynamically 
predeveloped flow were studied. Interestingly, the local heat transfer measurements 
for surfactant solutions matched very well a correlation developed for polymer solu­
tions, but for surfactants the development of the heat transfer and velocity profiles 
appear coupled, unlike what is thought to happen for polymer solutions. The develop­
ment patterns appear to be independent of velocity and entrance type at low distur­
bance levels. At high disturbance levels, however, some striking changes in the fluid 
itself, likely due to temporary micellar structure degradation by high local shear 
stress in the inlet region, were observed as well, and quantified. 

1 Introduction and Literature Review 
Much more is known about fully developed drag and heat 

transfer reductions for drag-reducing solutions, both polymers 
and surfactants, than about phenomena in the hydrodynamic 
and thermal developing regions. Studies of the latter regions 
may, however, shed more light on the fundamental nature of 
drag reduction than results obtained under developed condi­
tions. Besides such theoretical considerations, there are also 
practical reasons why this entrance region is of importance. 
Indeed, entry lengths for viscoelastic fluids are usually signifi­
cantly longer than for Newtonian fluids, and the entry effects 
may well contribute significantly to the overall heat transfer 
and pressure drop in short pipes (e.g., for LID up to 1000). 

Of special interest is the thermal development region. Re­
duced heat transfer in flows with drag-reducing additives may 
be an issue in some possible applications like hydronic cooling 
and heating systems. As some tube heat exchangers used in 
these systems may be of a length comparable to the usual ther­
mal entry length for viscoelastic fluids (which was thought to 
be up to about 1000 diameters), the total heat transfer in these 
heat exchangers may perhaps be significantly higher than one 
would expect based on fully developed conditions. Measure­
ments of heat transfer in the entry region may therefore help 
us predict the heat transfer levels to be encountered in practical 
applications, especially if inserts or obstructions are present. 

Not much information is available for turbulent flow of non-
Newtonian fluids in general, and fewer still are the studies deal­
ing with turbulent flow of drag-reducing fluids. Most of these 
investigations were conducted for polymer solutions, and, not 
surprisingly, were mostly experimental with results expressed 
numerically by curve-fitting. The experimental conditions stud­
ied pertain to two main groups. 

The first one can be idealized as flow development after plug 
flow, usually achieved through a conical contraction with high 
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contraction ratio. It is commonly believed that the velocity pro­
file becomes fully developed after about 100 diameters for poly­
mer solutions (Cho and Hartnett 1982). On the heat transfer 
side, measurements by Kwack et al. (1981) showed a thermal 
entry length for polyacrylamide solution of up to 430 diameters 
for simultaneous development of temperature and velocity 
fields. Others measured even longer entrance lengths (e.g., Mat­
thys 1991). Toh and Ghajar (1988) studied the thermal entry 
length for a Separan solution after hydrodynamically-developed 
flow was already achieved. They observed thermally developing 
flow still after 600 diameters, with an effect of the Reynolds 
number (i.e., the flow develops faster at lower Reynolds num­
bers). Yoo et al. (1993) proposed a correlation for heat transfer 
of viscoelastic polymer solutions based on their experimental 
data corresponding to asymptotic drag reduction in the devel­
oping and developed regions, as a function of Reynolds and 
Graetz numbers. In general, the experimental data on developed 
heat transfer and friction for asymptotic polymer solutions are 
consistent with the measurements of entry lengths, as well as 
velocity and temperature profiles. Cho and Hartnett (1982) did 
indeed review calculations of eddy diffusivities for heat, mo­
mentum, and mass transfer, based on data from different au­
thors. They suggested that large differences in eddy diffusivities 
for mass, momentum, and heat (decreasing in that order) would 
result in corresponding variations in the mass, momentum, and 
heat transfer entry lengths (35 D, 100 D, and 500 D, respec­
tively). The effect of degradation on heat transfer and friction 
for drag-reducing polymer solutions is also affected by this 
apparent uncoupling of heat transfer and friction. It is indeed 
generally believed (e.g., Ng et al. 1980; Matthys 1991) that 
heat transfer is affected earlier by degradation than is friction. 

The second class of flow development problems for drag-
reducing polymer solutions are those after an abrupt expansion 
in a pipe. In this case, the hydrodynamic changes in the flow 
are less severe than in the case of flow development after a 
plug velocity profile, but the same basic principles of flow read­
justment to the new conditions are to be expected. Pak et al. 
(1991a, 1991b) measured the pressure drop and heat transfer 
for polyacrylamide solution after a sudden expansion. After 
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an expansion ratio of dID = 1.899, the Nusselt number they 
calculated returned to its original value after about 200 diame­
ters without visible effect of variations over a ratio of about 2 
in Reynolds number. On the other hand, it took only 25 to 50 
diameters for the pressure drop per unit length to achieve again 
the fully developed value. The reattachment length was also 
found to increase relative to the water flow. 

For surfactant solutions, we are not aware of detailed data in 
the thermal entry region. Weber et al. (1991) did, however, 
propose an expression for the thermal entry length as a function 
of Reynolds number and tube diameter. An interesting finding 
by Brunn (1987), achieved by LDV velocity measurements in 
a rectangular channel for surfactant solutions, contrasts with the 
common belief that the flow of polymeric solutions is fully 
developed hydrodynamically after about 100 diameters. He 
found that the velocity profile was still developing after a length 
of 300 channel heights. Similarly, Gasljevic and Matthys (1992) 
measured the variations in friction factor for a surfactant solu­
tion downstream of both a centrifugal pump and a pressurized 
fluid reservoir, and the friction factor still showed evidence of 
development after 150 diameters in both cases. 

Even though there is comparatively little data on surfactant 
solutions, it appears that there may be interesting differences 
between polymer and surfactant solutions as far as entrance 
regions go, and the present study was intended to examine 
further this issue. There is, of course, no analytical solution 
available for friction, nor heat transfer of drag-reducing fluids 
in pipe flow, that would be based on fluid properties and first 
principles since a general understanding of the drag reduction 
phenomenon is still lacking. Parameter nondimensionalization 
is therefore also tentative. We can, however, conduct experi­
ments to clarify particular aspects of the general problem, espe­
cially by fixing the fluid properties. The main objective of this 
study was, therefore, to develop a phenomenological under­
standing of the flow and heat transfer of drag-reducing surfac­
tant solutions in the entry region through new experiments with 
high spatial resolution and accuracy. 

2 Experimental Setup and Procedure 
The setup used for these experiments consisted of a 0.15 m3 

tank, a three-stage centrifugal pump with variable-speed control 
(providing a pressure rise of up to 10 bars) an instrumented 
test tube, and an air-cooled heat exchanger for fluid cooling. 
The heat transfer was measured under constant heat flux heating 
conditions. The test tube was heated by direct current through 
the test tube wall, the power being provided by two 20 kW DC 
power supplies. The stainless steel test tube is half inch pipe 
(15.3 mm inner diameter), schedule 40. The centrifugal pump 
did not cause any noticeable degradation effects to the surfactant 
solution. This was shown by measuring the friction coefficient 

in the pipe flow immediately downstream of the pump discharge 
and comparing it with the flow in the same tube driven by 
compressed air. No significant difference was indeed noticed 
(Gasljevic and Matthys 1992). 

Variations in heat transfer were reported up to LID = 1000 
for polymer solutions, but for most practical purposes the varia­
tions at the end of the entry length are not very large. Accord­
ingly, we decided to focus here on the thermal development for 
up to about 130 diameters, (and in some cases 330), which 
enabled us to get a much finer spatial resolution. We also varied 
the entry conditions. To make this possible, the test tube was 
made of several segments which were connected by brass 
unions specially designed for this purpose. These unions aimed 
at providing smooth transitions and uniform heating, and in­
deed, no abrupt changes in friction coefficient and temperature 
profiles were detected at these joints. 

Flow measurements were achieved by continuous monitoring 
of the volume of discharged fluid from the open loop. The 
height of accumulated fluid in a calibrated discharge vessel 
was measured by a pressure transducer, and differentiated with 
respect to time. The accuracy of this measurement of flow rate 
was proven to be better than 1 percent. Although somewhat 
cumbersome, this flow measurement technique is probably the 
most reliable and the easiest to calibrate with a high level of 
confidence for complex viscoelastic fluids which may affect the 
performance of most common flow meters. 

The pressure drop was measured every 6.5 diameters over 
the length of the test tube with Validyne pressure transducers. 
These interchangeable diaphragm transducers can reach, with 
proper calibration, a total accuracy of 0.5 percent of the full 
range chosen. To improve further the repeatability and accuracy, 
the same pressure transducer was used for all pressure drop 
measurements and was switched from one pair of pressure taps 
to another by means of a pressure scanner (Scanivalve). Four 
holes were drilled in a symmetric pattern at each axial location 
on the test tube where a pressure measurement was taken. These 
holes were reamed and the inside of the test tube was honed to 
minimize the pressure hole error induced by the fluid viscoelas-
ticity. Tests with water showed deviations in differential pres­
sure measurements of less than 2 percent even when measuring 
pressure differences of a few millimeters of water column under 
absolute pressures up to 50 times higher. For measurements of 
a pressure difference the viscoelastic pressure hole error cancels 
out, in principle, if both pressure tap holes are perfectly identi­
cal, but this is difficult to achieve in practice because of the 
presence of burrs at the hole edge. In particular, if the flow 
velocity is high, and the measured pressure difference is small, 
the viscoelastic pressure hole error in a given pressure drop 
measurement may be significant. When consecutive pressure 
drop measurements are taken, however, curve fitting through the 

Cf = rj(l/2pv2) = Friction HTR = Pr = r]Cp/k = Prandtl number 
coefficient (Nu„, - NuJ/NUw = Heat transfer r\ = Dynamic viscosity at the 

Cfre( = reduction wall temperature 
Cf/CfxlD=,*»* = Relative frict. k = Thermal (Ns/m2) 

coef. with respect conductivity 
Subscripts to Cf at location (W/m K) Subscripts 

xlD = *** Nu = (hD)/k = Nusselt number w = water 
DR = Nure, = s = surfactant solution 

(Cf„ - Cfs/Cf„) = Drag reduction Nu/NUt/o.,... = Relative 
D = Tube diameter Nusselt # with 

(m) respect to Nu 
h = Convective heat at location x/D 

transfer __ # * # 
coefficient 
(W/m2 K) 
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data points "eliminates" the error because a pressure difference 
error at any given location affects the pressure drop in the two 
adjacent tube segments by an equal amount, but with opposite 
signs. Calibration runs were conducted to evaluate these errors 
and generate correction factors. 

The estimated uncertainty for our measurements of friction coef­
ficient and drag reduction is estimated to be about 2 percent to 3 
percent, disregarding the uncertainty on the test tube diameter. 
This uncertainty is eliminated by calibration with water tests and 
is irrelevant for the drag reduction calculations, or for any compari­
son purposes, because the same test tube was used for all tests. 

The temperature measurements needed for the heat transfer 
calculations (i.e., the fluid bulk temperature and the tube's outer 
wall temperature) were measured with two types of miniature 
RTDs ( 1 x 2 x 2 mm and 1 X 2 X 10 mm, respectively). 
Indeed, although much effort was spent to achieve good temper­
ature measurements by use of thermocouples through shielding, 
filtering, etc., it was concluded that thermocouple measurements 
suffered from too much electrical noise and poor repeatability. 
On the other hand, and providing that self-heating problems 
and the heat transfer from RTD sensors and connecting cables 
are taken care of, the RTDs provided us with a ten times higher 
signal to noise ratio than for thermocouples, and much better 
stability with time. An accuracy level of better than 0.05° C 
was proven and consistently achieved with our RTDs. Both heat 
transfer and friction data shown hereafter are averages obtained 
over several tens of seconds. 

Most of these tests were conducted under a narrow range of 
temperatures. The fluid inlet temperature varied between 22 and 
25° C. The increase in the bulk temperature of the fluid due to 
heating was kept below 3° C, and the difference between fluid 
bulk temperature and inner wall temperature was kept below 10° 
C. This allowed the uncertainty margin to be maintained under 2 
percent for the relative heat transfer reduction data and under 4 
percent to 5 percent for absolute Nusselt numbers. Because our 
goal was not so much to provide correlations of broad validity 
(e.g., for a wide range of Prandtl numbers) but to investigate 
phenomena happening at different entry conditions, a narrow range 
of temperature also allowed easier comparison of different runs. 
For this reason, Nusselt numbers rather than Colburn factors are 
used here to present our heat transfer data. The low temperature 
also eliminated the risk of thermal degradation effects. 

Two basic entry conditions were studied. In the first one, the 
fluid discharged from the pump was slowed down in a 75 mm 
diameter and 300 mm long tube, and after, a light screen to 
further flatten the velocity profile was introduced in the test 
tube through a cone (D, = 75 mm, Dz = 15.3 mm; L = 60 
mm). A schematic of the configuration is shown in Fig. 1, This 
makes the setup a reasonable simulation of flow development 
from rest. Two different heating conditions were used: (1) si­
multaneous development of velocity and temperature fields; and 
(2) the development of a temperature field after the velocity 
field is already developed. However, some deviations from that 
ideal could not be avoided. Although the velocity at the entrance 
to the cone is very small, and there were no signs of recirculation 
regions, there is of course some flow development taking place 
in the cone itself which is four tube diameters long. Also, be­
cause of the width of the electrical clamp, the heating starts 3 
diameters downstream of the end of the cone (the end of which 
is the beginning of the straight measurement tube), i.e., approxi­
mately 7 diameters after the start of the hydrodynamic develop­
ment of the flow in the cone. Fortunately, this is much less a 
concern in the flow of drag-reducing fluids than it is in the flow 
of Newtonian fluids because of the much longer entry lengths 
in the former case, and we can still consider this case to be a 
good approximation of "simultaneous" development. 

In the second heating configuration with the cone entry, the 
heating would start 190 diameters downstream of the cone end, 
at which point the flow is close to being hydrodynamically fully 
developed. 

The second type of entry was created by placing a plug made 
of a number of wire mesh discs sandwiched in a special union 
fitting. This eliminated any other disturbance to the flow and 
allowed uniform heating. The plug was intended to provide a 
flat velocity profile at the entrance of the second tube section, 
and imposed a relatively high resistance to the flow in uniform 
fashion over the cross section of the tube (this is a realistic 
expectation given a pressure drop of the order of 1 bar on the 
mesh). This setup alleviates some of the problems of cone 
entry in that the location of the beginning of flow development 
downstream of the plug is precisely defined and that it is possi­
ble to start the heating at about the same location. Although it 
is realistic to expect a very flat velocity profile after the plug, 
there will also be strong turbulence from the very start of the 
flow development; this is not the case with flow development 
from rest. None of these two entry conditions is ideal, but we 
hoped to achieve some information on the flow development 
by comparing the results of these two different experiments. 
We also wanted to see if the wire mesh would affect the micellar 
structure of the surfactant solution. Various plugs were tested 
to provide different levels of obstruction to the flow. In the 
plug setup, we have only investigated combined thermal and 
hydrodynamic development conditions with the heating starting 
3 tube diameters downstream of the plug. Details on the experi­
mental setup can be found in Gasljevic (1995). 

The fluid used in all these tests was a solution of surfactant 
Ethoquad T13, a tris (2-hydroxyethyl) tallowalkyl ammonium 
acetate (TTAA) by AKZO Chemicals, and sodium salicylate 
(NaSal) in deionized water. The concentration used was 2300 
ppm of surfactant plus 2000 ppm of NaSal as counterion. This 
combination was shown to give good drag reduction over the 
temperature range of 10° C-40° C. The concentration is above 
the CMC for rod-like micelles formation, and at this high salt 
ratio it results in formation of supermicelles or structures at 
rest, and more so under shear (Hu and Matthys 1996). More 
chemistry details on similar surfactant counterion systems can 
also be found in Chou et al. (1989). 

3 Results and Discussions 

Drag reduction (DR) and heat transfer reduction (HTR) are 
defined as the difference between the values for friction coeffi­
cient, Cf, or Nusselt number, Nu, for water and the surfactant 
solution at the same Reynolds number, divided by the value for 
water. This is usually expressed as a percentage: 

Cfw Nuw 

with Cf being the ratio of wall shear stress and dynamic pres­
sure, and the Nusselt number being hDlk, where h is the con-
vective heat transfer coefficient on the solution side and k is 
the solution thermal conductivity. In this article we are using 
the viscosity of water in all calculations, see below. 

For practical purposes it may be convenient to present the results 
using the fully developed friction coefficient and Nusselt number 
of water under the same conditions as a reference. From a theoreti­
cal point of view, however, the use of fully developed values for 
the surfactant solution may be more appropriate as a reference to 
show the changes in the entry region, but two issues should be 
kept in mind, and especially so in this case. First, a "fully devel­
oped value" for the surfactant solution will always be an approxi­
mation because of setup length limitations. Second, if the fluid 
changes significantly after its discharge from the pump or under 
heavy shear, the water values may constitute a more reliable refer­
ence for comparison purposes than values associated with a chang­
ing surfactant solution. In this article, we used both kinds of nondi-
mensionalization, depending on the purpose. 

The viscosity, thermal conductivity, and specific heat used 
here in the Reynolds and Prandtl numbers calculations are those 
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Fig. 1 Schematic of the setups for the cone and plug entry experiments. The actual test tube and its pressure drop 
and temperature sensors are the same for both (only a few sensors are shown for the cone entry setup and none 
for the plug entry schematic, for clarity). 

of the solvent (water) at the wall temperature. The use of water 
viscosity is convenient because in this application oriented study 
we are more interested in the drag reduction with respect to 
water at a constant flow rate. Of course, surfactant solutions 
may show a much higher viscosity than water at low shear 
rates; if this is not taken in account, the difference could cause 
large errors in the analysis. The solution used for the tests 
described here was about 3 months old, however, and was used 
for other tests in the meantime. Even though the fresh solution 
showed a viscosity higher than that of water by a factor of 15 
at shear rates of about 30 s ' , the 3 month old fluid used in 
these tests showed the same viscosity as water at all shear rates 
measured while still retaining its full drag reducing ability. We 
used this fluid rather than a fresh fluid for this work because it 
would otherwise be very difficult to quantify the appropriate 
local fluid viscosity for the changing conditions of the entry 
region. 

3.1 Conical Entry and Simultaneous Development. 
Some friction and heat transfer development results for a cone 
shaped inlet over a wide range of velocity are shown in Fig. 2. 
The friction coefficient and Nusselt number are normalized by 
their values at x/D = 117 and x/D = 130, respectively, and 
are designated here as relative friction coefficient "Cfre(" and 
relative Nusselt number "Nu r e /". It was seen that the friction 
and the heat transfer do not change much after 100 diameters 
when compared to the very large variations seen for the first 
50 diameters. Therefore, in this paper we are focusing on the 
first 130 diameters, but it should be kept in mind that the flow 
changes some more downstream, as discussed below, although 
by much less. Interestingly, the data indicated a very similar 
development of velocity and temperature profiles. The relative 
friction coefficient appeared slightly smaller for x/D < 30, but 
this is likely due to the fact that the electrical connector clamp 

is located 3 diameters downstream of the test tube entry, i.e., 
the heating begins at x/D = 3. In addition, as discussed above, 
some lesser level of hydrodynamic development already took 
place in the conical entry itself, which is about 4 diameters long 
and located immediately before the beginning of the test tube. 
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Fig. 2 Friction coefficient and Nusselt number downstream of a cone 
entry, relative to the corresponding values at location x/D = 117 and x / 
D = 130, respectively. Matthys (1991) results for polymer solution shown 
for comparison. Cone diameter ratio: 75 mm/15.3 mm; cone length 60 
mm. Simultaneous hydrodynamic and thermal development of the flow; 
tube entry at x /D = 0, heating starts at x/D = 3 (Solution: 2300 ppm 
Ethoquad T13 plus NaSal 2000 ppm). 

Journal of Heat Transfer FEBRUARY 1997, Vol. 1 1 9 / 8 3 

Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



r— 

Q 

95 

90 

85 

80 

75 

70 

65 

60 

DR v=3m/s 

DR v=0.9m/s-

V 

180 200 220 240 260 280 300 320 340 

x/D 

Fig. 3 Drag reduction and heat transfer reduction for two fluid velocities 
between x/D = 210 and 310 downstream of the cone entry (Note en­
larged vertical scale). Reference: water values at the same Reynolds 
number (Solution: 2300 ppm Ethoquad T13 plus NaSal 2000 ppm; Same 
conditions as Figure 2). 

With the inlet fluid temperature being kept constant, the velocity 
was the only independent variable. A correlation of thermal 
measurements in the thermal entrance region for polymer solu­
tions obtained in a different setup is also shown here as refer­
ence. This correlation is generated from results obtained in a 
7.9 mm inner diameter tube for 6000 < Re„ < 90000 and 35 
< x/D < 560, assuming fully developed conditions at x/D = 
560: 

ChPrln[@x/D] 

C„PTI'3[@560] 
= 6.32(x/D)~ 

(Matthys, 1991). Even though the two setups, fluids, and exper­
imental conditions were significantly different, the agreement is 
very good between the surfactant data and the polymer solutions 
results. Interestingly, the hydrodynamic and thermal develop­
ments for the surfactant solutions also appear to be coupled; 
this is generally not believed to be the case for polymer solu­
tions. Our data for heat transfer for the surfactant solutions 
(which cover the range 5 < x/D < 125 and 1 < V < 8 m/s) 
are very well correlated (with a maximal deviation of ±5 per­
cent) in this case by the double exponential equation: 

Nu„; = 1.56e -0.0035 U/D) + 5.31e -0.133U/O) 

which may be an indication of superposed formation mecha­
nisms. For simplicity, they may also be represented by the 
simpler power law expression: 

Nurel = 8.66 (x/D)"0 4 7 

although the fit is not as good (max. deviation ±10 percent). 
However, this expression is easier to use for engineering calcu­
lations. The correlations are not shown on Fig. 2 for clarity. 

Some measurements of friction coefficient and Nusselt num­
ber were also obtained further downstream, and some results 
are shown in Fig. 3 in terms of drag and heat transfer reductions 
with respect to fully developed water values at the same Reyn­
olds number. As can be seen, both parameters are changing at 
about the same rate, on average, over the distance covered, 
which suggests that the corresponding radial temperature and 
velocity profiles are still changing in a similar manner. It is 
important to stress that the effect of the changing temperature 
along the tube is already taken into account in evaluating the 

fluid viscosity. It should also be noted here that the use of 
"reductions" with respect to water may mask somewhat the 
absolute changes. For example, a change in heat transfer reduc­
tion from 87.5 percent to 89.5 percent, as in the case of 3 m/s 
flow velocity, appears at first glance rather small. In reality, 
however, this corresponds to a change in Nusselt number from 
12.5 percent to 10.5 percent of that of water, or about 20 percent 
in relative change over the distance between x/D = 200 and xl 
D = 300. This is still a significant change and implies that 
fully developed conditions are still not fully achieved after 300 
diameters. This 20 percent change is also very similar to results 
obtained for heat transfer with polymer solutions over the same 
range of x/D in a different setup (Matthys 1991). The larger 
scatter of differential pressure measurements used for calcula­
tion of the friction coefficients is due to the viscoelastic pressure 
hole errors; to illustrate their magnitude they have not been 
eliminated here through the use of calibrated correction factors 
as in other graphs. It is worth mentioning that measuring pres­
sure drops with the same accuracy as temperature differences 
is also a much more challenging task in this type of situation 
because of the hole pressure errors and the very low pressure 
drops involved. It may well be that some of the smaller varia­
tions may not have been observed for polymer solutions for 
this reason, especially if more than one transducer is used for 
the measurements along the pipe. Naturally, caution should also 
be exercised when considering the present data as well. As in 
the case of results obtained with polymer solutions, we see that 
the heat transfer is reduced proportionally more than the friction. 
Again, it appears in the case of surfactants that the entrance 
regions are of the same order of magnitude for friction and heat 
transfer, unlike in the case of polymer solutions. The difference 
in behavior between the polymer and surfactant solutions may 
be due to the difference in their molecular structure although it 
is not clear yet why this might be so. Further work may provide 
additional information for this purpose. 

3.2 Conical Entry, Hydrodynamically Predeveloped 
Flow. To measure developments in the thermal entry region 
with an already predeveloped velocity profile, we moved the 
upstream heating clamp further downstream (in effect, starting 
the tube heating at x/D =190 from the conical tube inlet). The 
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Fig. 4 Nusselt number in the tube relative to the value at x /D = 130 as a 
function of distance. Hydrodynamically predeveloped flow. Conical tube 
entry 200 diameters upstream (x/D = -200). Heating starts at x/D - 3. 
The best curve fit for simultaneously-developed flow (Fig. 2) is shown 
for comparison in the same relative presentation (Solution: 2300 ppm 
Ethoquad T13 plus NaSal 2000 ppm). 
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corresponding results are shown in Fig. 4. For better compari­
son, the length reference is adjusted to show heating starting at 
x/D = 3. Here again, the relative results for all velocities col­
lapse on the same curve and do not differ noticeably from 
the curve for simultaneous development of hydrodynamic and 
thermal fields (shown as a dashed line). However, note that in 
the case of simultaneous hydrodynamic and thermal develop­
ment, we saw about 90 percent heat transfer reduction at x/D 
= 130 (the reference value) for velocities between 2.8 m/s 
and 6 m/s, but we already have about 93 percent heat transfer 
reduction (i.e., about asymptotic reduction) at the same location 
in the case of this hydrodynamically predeveloped flow. Note 
also that if we had used the fully developed values for both 
cases as reference, the relative values for the simultaneous de­
velopment case would be 30 to 40 percent higher and still 
developing somewhat, whereas the relative Nusselt number for 
hydrodynamically predeveloped flow would be close to devel­
oped conditions at x/D = 130. In terms of relative values with 
respect to x/D = 130, however, it appears that the predeveloped 
and simultaneously developing cases are very similar. 

3.3 Plug Entry. Entry flow with wire mesh plugs, instead 
of the cone, was studied with several plugs generating various 
levels of obstruction to the flow. The plug is expected to flatten 
the velocity profile, ideally providing a flat velocity profile 
downstream of the plug by generating a relatively high resis­
tance to the flow. The pressure drop over the plug can be used 
as a measure of the energy loss at that location and, in a certain 
sense, as a measure of the work done on the fluid that may 
change the micellar structure of the surfactant and, therefore, 
the fluid properties. In this case, it is more appropriate to use 
developed values of friction coefficient and Nusselt number for 
water as references because the possible changes to the fluid 
could extend the entry length and make developed values for 
surfactant solution harder to define. In all these runs we had 
simultaneous development of velocity and temperature profiles. 
Results for two wire mesh plugs are given here. For reference, 
it should be mentioned that no sign of temporary degradation 
(i.e., departure from asymptotic behavior) was seen under fully 
developed conditions for velocities up to 10 m/s in the tube 
without obstructions. In Figs. 5 and 6 the drag and heat transfer 
reductions are shown for a plug with relatively small flow resis-
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Fig. 5 Drag reduction downstream of the wire mesh plug No. 1 (16 
discs; 14 wires per cm mesh; 0.125 mm wire) as a function of distance 
for various velocities and pressure drop over the plug. Plug at x /D = 0. 
Simultaneous development. Reference: fully-developed water values at 
the same Reynolds number (Solution: 2300 ppm Ethoquad T13 plus NaSal 
2000 ppm). 
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Fig. 6 Heat transfer reduction downstream of the wire mesh plug No. 
1 (16 discs; 14 wires per cm mesh; 0.125 mm wire). Heating starts at 
x /D = 3. Simultaneous development. Reference: fully-developed water 
values at same Reynolds number (Solution 2300 ppm Ethoquad T13 plus 
NaSal 2000 ppm). 

tance. The plug consisted of 16 juxtaposed discs made of square 
wire mesh with 14 wires per cm and a wire diameter of 0.125 
mm positioned at random angular orientation. Up to velocities 
of 3.7 m/s, the drag and heat transfer reductions increase (or 
stay the same if asymptotic) with increasing velocity immedi­
ately downstream of the plug, as expected. The fully developed 
levels of drag and heat transfer reductions achieved are also 
consistent with those at fully developed conditions with no plug. 
For flow velocities of 5 m/s and higher, however, a qualitative 
difference which may be linked to a temporary degradation of 
the fluid becomes apparent, There is a dramatic decrease in drag 
and heat transfer reductions for 5 and 6.9 m/s immediately 
downstream of the plug, but both drag and heat transfer reduc­
tions recover to the normal levels within the region of x/D 
shown. For 9.1 m/s, however, the heat transfer reduction 
showed a large decrease over the entire length of the measure­
ments, and no recovery was yet achieved at x/D = 1 3 0 (the 
9.1 m/s pressure data were not obtained because of transducer 
range limitation at the time). 

This sudden change in behavior (a slower flow development) 
can be attributed to changes in the fluid itself. As more energy 
is dissipated at the plug location, the effect is longer lasting. It 
should be noted, however, that this apparent effect on the fluid 
takes place at a pressure drop over the plug of 1 bar, equivalent 
to the pressure drop over about 2000 diameters of this pipe 
which is a rather large loss. Even in these runs, it is still seen 
that the friction and heat transfer developments occur in parallel 
and over similar distances. 

Results for another wire mesh plug with greater flow obstruc­
tion (10 discs of 50 wires per cm mesh, with a wire thickness 
of 0.1 mm) are shown in Figs. 7 and 8. Here, as expected, 
degradation effects are more noticeable. It is seen that at 1.5 
m/s the drag and heat transfer reductions still show "normal" 
behavior. At higher velocities (and higher pressure drop over 
the plug) we see a rapid decrease of both drag and heat transfer 
reductions. Interestingly, the drag and heat transfer reductions 
decrease only up to a point at small distances, as if the degrada­
tion effect reaches a maximum, where the fluid is not further 
affected. However, the length over which the effect is felt is 
clearly increasing with increasing velocity. Note that zero drag 
and heat transfer reductions correspond to fully developed val­
ues of friction coefficient or Nusselt number for water, and not 
surprisingly, that the heat transfer at high velocity near the plug 
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Fig. 9 Comparison of flow development after the conical entry and plug 
entry No. 1. Simultaneous thermal and hydrodynamic development. Ref­
erence: fully-developed water values at the same Reynolds number (Sur­
factant solution: 2300 ppm Ethoquad T13 plus NaSal 2000 ppm). 

may reach values higher than that for water under developed 
conditions. 

Again, in the case of this plug, the temporary degradation 
effects are only becoming significant for high pressure drops 
over the plug (1.15 bar at 3 m/ s). Although more measurements 
at the onset of apparent degradation are necessary, it seems that 
this onset can be related to a pressure drop over the plug of 
about 1 bar for both plugs. This pressure drop is the flow energy 
loss over the plug per unit of volumetric flow rate, and is, 
therefore, a measure of the energy dissipated in the fluid either 
thermally or through changes in micellar structure. Estimates 
of equivalent average stresses in the plug suggest that the fluid 
stresses generated by the plug are indeed much larger, in that 
case, than the critical shear stress, beyond which the fluid loses 
its drag reduction ability in an unobstructed circular pipe. 

100 
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Fig. 8 Heat transfer reduction downstream of the wire mesh plug No. 
2 (10 discs, 50 wires per cm mesh, 0.1 mm wire). Heating starts at 
location x/D = 3. Simultaneous development (Solution: 2300 ppm Etho­
quad T13 plus NaSal 2000 ppm). 

3.4 Entry Comparisons. Figure 9 shows a comparison 
of friction and heat transfer results for the cone entry and mesh 
plug #1 for a fluid velocity of 3.7 m/s for the mesh and 3.8 m/s 
for the cone. This small difference in velocity can be considered 
negligible given the presentation of the results in terms of drag 
reduction and heat transfer reduction. At that velocity, there 
was no apparent sign of temporary fluid degradation, and the 
difference between results corresponding to the two types of 
entrance is very small and can be considered to be within the 
limits of experimental error. Both entries vary from the ideal 
case of flow development from rest, but these variations are of 
very different nature. The effects on the flow disappear so fast, 
however, that we were not able to detect a difference between 
the two entrance types as close to the beginning of flow develop­
ment as 5 diameters. This means that we can expect developing 
entry flows of surfactant solutions to behave in very similar 
ways despite differences in entrance type and geometry, if the 
fluid itself is not affected by the entrance stresses. 

Figure 10 shows a comparison of friction and heat transfer 
results between the cone entry and both mesh plugs, with a 
higher fluid velocity of 5 m/s. The pressure drop over the cone 
is 0.12 bar including the difference in dynamic pressure, and 
for the mesh plugs #1 and #2 it is 1 bar and 3.3 bars, respec­
tively. The difference between the cone entry and mesh plug 
#1 is significant only up to x/D = 50. This is the same 50 
diameters seen in Fig. 5 and is the only region affected by 
degradation at that velocity for plug #1. For plug #2, the effect 
of temporary degradation of the fluid is much greater and ex­
tends over a larger region, but the fluid eventually recovers 
completely some distance downstream (not shown). The 3.3 
bars pressure drop over plug 2 is a very high singular pressure 
drop compared to normal pressure drops in fittings in hydronic 
loops. It is likely that in normal situations in such systems, we 
would not be concerned with apparent changes in the fluid itself 
for this particular solution. Again, even when the mesh plug 
had a large effect on the fluid structure, the development of 
drag and heat reductions took place at the same rate and both 
were affected to a similar degree. In addition, we have shown 
that other changes, such as permanent chemical degradation 
of the surfactant solutions, affect both heat transfer and drag 
reductions in the same proportion (Gasljevic 1995). Note that 
the coupling between heat transfer and friction seen in the entry 
region for these surfactant solutions is in contradiction with the 
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Fig. 10 Heat transfer reduction and drag reduction downstream of sev­
eral types of tube entrance: a cone and two wire mesh plugs imposing 
different levels of obstruction to the flow (different pressure drops over 
the plug). Heating starts at x/D = 3. Simultaneous development. Refer­
ence: fully-developed water values at the same Reynolds number (Solu­
tion: 2300 ppm Ethoquad T13 plus NaSal 2000 ppm). 

common belief that the hydrodynamic entrance length is much 
shorter than the thermal entrance length for drag reducing poly­
mer solutions. 

The apparent coupling between the hydrodynamic and ther­
mal development has an important practical consequence; it is 
unlikely that the heat transfer can be augmented locally by some 
disturbance for these surfactant solutions without seeing the 
friction increase proportionally as well. It had been thought 
previously, based on the uncoupling of these two aspects for 
polymer solutions, that a longer thermal entrance region might 
also exist for surfactant solutions and that a local flow distur­
bance would benefit more the heat transfer than the friction. 
This is probably not the case generally, as the two vary together 
with distance. As in the case of Newtonian fluids, any increase 
of heat transfer due to a disturbance in the flow will probably be 
accompanied by a proportional increase of friction in addition to 
the local pressure drop caused by normal stresses (shape drag). 
It is also apparent from these results that temporary degradation 
of the fluid induced by intensive local energy dissipation (as in 
the case of plug #2) may not be for this solution a viable means 
of heat transfer augmentation in heat exchangers because of 
the very high pressure drop necessary. It is important to note, 
however, that recent results we obtained at different concentra­
tions and counterion ratios suggest that variations in the fluid 
nature may lead to a much higher susceptibility to temporary 
degradation. 

4 Summary and Conclusions 
A number of experiments were conducted on flow and heat 

transfer development for drag reducing surfactant solutions. 
Whereas the hydrodynamic entry length is commonly thought 
to be up to ten times shorter than the thermal entry length for 
polymer solutions, we found that for our surfactant solution the 
friction coefficient and the Nusselt number are still changing at 
the same rate 300 diameters after a conical entry. Furthermore, 
results for the relative friction coefficient and Nusselt number 
(referenced to their values at x/D = 117 and 130, respectively) 
coincide after the entry, indicating that the velocity and tempera­
ture profiles developments are coupled. These data also show 
that the entry lengths and the relative flow development do not 
depend on the fluid bulk velocity over a large range of velocity. 

The variations of heat transfer in the thermal entrance region 
appeared to match very well those found for polymer solutions 
up to x/D ~ 300. The thermal development up to x/D = 130, 
in terms of Nusselt number relative to its value at x/D = 130, 
did not show any significant difference between the case of 
simultaneous development of velocity and temperature profiles 
on the one hand, and that of hydrodynamically predeveloped 
flow on the other. However, all absolute values of the Nusselt 
number up to x/D = 1 3 0 were found to be about 30 percent to 
40 percent higher at the same x/D in the case of simultaneous 
development. 

Tests were also conducted with two wire mesh plugs located 
at the flow entry to flatten the velocity profile as an alternative 
to the conical entry. No significant differences were found in 
flow development between these two very different entry condi­
tions (cone and mesh plug) in the runs with low energy dissipa­
tion at the plug. However, if high stresses are imposed at the 
entrance (e.g., a pressure drop greater than 1 bar over the plug) 
a striking difference in fluid behavior appears. Both heat transfer 
and friction are increased dramatically over a long distance, 
which is thought to be due to the fluid undergoing temporary 
degradation of its micellar structure. It may then take several 
hundred diameters or more for the fluid to recover. In our recent 
tests with heavy throttling by a valve (e.g., a pressure drop 
above 5 bar) the same surfactant solution did not recover for 
1000 diameters downstream of the valve in some cases (Gas-
ljevic, 1995). The appearance of this temporary degradation is 
gradual, but the onset seems to be related to a singular pressure 
drop over the plug of about 1 bar in this case which can also 
be understood as energy dissipated at that singular location per 
unit volumetric flow rate. This threshold appears to be depen­
dent on the type of solution used. In less extreme situations, 
the surfactant solution itself did not appear to be affected in the 
developing regions. From a phenomenological perspective, one 
could then think of two successive regimes as the level of 
disturbance increases: one where only the flow field is affected, 
and one when we must also consider changes in the fluid itself. 
This temporary degradation for this fluid results from a singular 
pressure loss that is very large by engineering standards for 
hydronic cooling and heating recirculation systems. A solution 
of this concentration would therefore not be affected much by 
pipe fittings and other hydraulic components, but would also 
not be readily degraded intentionally for heat transfer control 
purposes. The latter may, however, be possible with other solu­
tions. 

Very interestingly, perhaps, for the general study of the drag 
reduction phenomenon, we saw that, in contrast to drag reducing 
polymer solutions, the friction and heat transfer developments in 
the entrance region appear fully coupled for this drag reducing 
surfactant solution. On the other hand, the development of heat 
transfer appeared identical for the surfactant and polymer solu­
tions. This contrast between the solutions behaviors may be 
related to the difference in fluid structure between them. It may 
also imply that it might be useful to revisit the measurements 
in the development regions for polymer solutions to ascertain 
their generality. 
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Solar Radiation Assisted Natural 
Convection in Uniform Porous 
Medium Supported by a Vertical 
Flat Plate 
Natural convection flow of an absorbing fluid up a uniform porous medium supported 
by a semi-infinite, ideally transparent, vertical flat plate due to solar radiation is 
considered. Boundary-layer equations are derived using the usual Boussinesq approx­
imation and accounting for applied incident radiation flux. A convection type bound­
ary condition is used at the plate surface. These equations exhibit no similarity 
solution. However, the local similarity method is employed for the solution of the 
present problem so as to allow comparisons with previously published work. The 
resulting approximate nonlinear ordinary differential equations are solved numeri­
cally by a standard implicit iterative finite-difference method. Graphical results for 
the velocity and temperature fields as well as the boundary friction and Nusselt 
number are presented and discussed. 

Introduction 

Natural convection flow in porous media supported by sur­
faces has application in a broad spectrum of engineering sys­
tems. Some of these include geothermal reservoirs, building 
thermal insulation, direct-contact heat exchangers, solar heating 
systems, packed-bed catalytic reactors, nuclear waste disposal 
systems, and enhanced recovery of petroleum resources. Most 
studies of natural convection in porous media have been based 
on Darcy's law which is applicable for slow flows and does not 
account for non-Darcian inertial effects. These effects represent 
the additional pressure drop across the porous media resulting 
from interpore mixing for fast flows. In this case, the total 
pressure drop across the porous medium is a quadratic function 
of the velocity of the fluid flowing in it. In the presence of a 
heated boundary, heat transfer to the porous medium can be 
accounted for by employing the conservation of energy law and 
Brinkman's extension of Darcy's law modified to include the 
thermal buoyancy effect. The boundary and inertia effects on 
convective flow and heat transfer were analyzed and discussed 
by Vafai and Tien (1981). 

In natural convection, flows combine with solar radiation 
effects and the radiative heat transfer often becomes substantial, 
even at relatively low temperatures. This is because the rates 
of natural convection heat transfer are often small, as is the case 
in gases. Depending on the surface properties and geometry, 
radiative transport is often comparable to, or larger than, the 
convective heat transfer in many practical applications. It is, 
therefore, of great significance and interest to investigate its 
effects on the flow and heat transfer aspects. The book by Geb-
hart et al. (1988) provides more discussions on the various 
convection-radiation situations and summarizes some of the 
work done in that area. The problem discussed in the present 
work is that of steady, laminar, two-dimensional, free convec­
tion flow of an absorbing fluid up a vertical heated flat plate 
embedded in a uniform porosity transparent medium. Heating 
to the plate is supplied by the absorbing working fluid which 
receives incident rays of solar radiation. This type of flow has 
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direct applications in furnaces, natural water bodies, flames and 
fires, crystal growth, environmental heat transfer, glass technol­
ogy, solar ponds, nuclear accident containment, and solar energy 
collectors with direct solar collection using an absorbing fluid. 
Typical absorbing and emitting fluids are ammonia, carbon di­
oxide, and water. The book by Siegal and Howell (1981) dis­
cusses combined convection-radiation effects of nonabsorbing 
and nonemitting fluids such as air, inert gases, and nitrogen. 
Vafai and Ettefagh (1988) analyzed the radiative and conduc­
tive heat transfer characteristics of a waste package canister in 
the absence of natural convection. Natural convection from a 
heated plate has been studied by many investigators (see, for 
instance, Kierkus, 1968; Hassan and Mohamed, 1970; Sparrow 
and Gregg, 1956; Elsayed and Fathalah, 1979; and Fathalah 
and Elsayed, 1980). Cheng and Minkowycz (1977) considered 
boundary-layer free convection in the presence of a Darcian 
porous medium and were able to obtain similarity solution for 
the case of a constant wall temperature. Non-Darcian inertia 
effects on heat transfer were considered by Plumb and Huenfeld 
(1981), Evans and Plumb (1978), Vafai and Tien (1982), and 
Hong et al. (1987). Kim and Vafai (1989) studied, in detail, 
buoyancy-driven fluid flow and heat transfer about a vertical 
flat plate embedded in a porous medium for the cases of constant 
wall temperature and constant wall heat flux using the Brink-
man-extended Darcy flow model. In addition, Evans and Plumb 
(1978) reported on the influence of medium inertia on natural 
convection from a vertical isothermal surface adjacent to a fluid-
saturated porous medium. Other related works can be found in 
the papers by Singh and Tewari (1993), Nakayama et al. 
(1990), Chen et al. (1989) and Chen and Lin (1995). The 
present work represents a generalization of the problem dis­
cussed by Fathalah and Elsayed (1980) to include a uniform 
porous medium with Darcian and Forchheimer (non-Darcian) 
effects. The semi-infinite vertical flat plate is assumed to be 
nonreflecting, nonabsorbing, and ideally transparent. In addi­
tion, the transparent plate has no other thermal effects such as 
the axial thermal diffusion or thermal capacity. It is also as­
sumed that the plate receives solar incident radiation flux which 
penetrates the plate and is absorbed by the fluid-saturated porous 
medium and that both the plate and the porous medium are in 
perfect thermal contact and are in local thermal equilibrium. By 
interaction with the absorbing fluid and the porous medium, 
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both heat transfer from the fluid to the plate and heat loss from 
the plate to the surroundings take place. The fluid is assumed 
Newtonian, absorbing, and isotropic. 

Mathematical Formulation 

Consider steady, laminar, two-dimensional, free convection 
flow up a solar radiation-heated vertical semi-infinite flat plate 
immersed in a fluid-saturated porous medium. The coordinate 
system is such that x measures the distance along the plate and 
y measures the distance normally outward. The schematic of 
the problem under consideration is shown in Fig. 1. Both the 
surrounding and the absorbing fluid far away from the plate are 
maintained at a constant temperature T^. Due to the heating of 
the absorbing fluid and thus, the plate by radiation, heat is 
transferred from the plate to the surroundings. As mentioned 
before, the working fluid is assumed to be an absorbing one. 
In fact, one may have a nonabsorbing fluid. In this situation, 
the solid porous medium absorbs the incident solar radiation 
and transmits it to the working fluid by convection. Upon treat­
ing the fluid-saturated porous medium as a continuum (see 
Vafai and Tien, 1981), including the non-Darcian inertia ef­
fects, and assuming that the Boussinesq approximation is valid, 
the boundary-layer form of the governing equations can be 
written as (see Vafai and Tien, 1981; Gebhart et al., 1988) 

du dv _ 

dx dy 
(1) 

" TT + v TT = v T~J ~ T,u ~ Cu'• + S/3(T - T„) (2 ) 
dx dy ay K 

dT dT 

dx dy 

k. d2T _ 1 dq'L 

pc dy2 pc dy 
(3) 

where u, v, and T are the fluid velocity components in the x 
and y direction, and the fluid temperature, respectively, p, u, c, 
and ke are the fluid density, kinematic viscosity, specific heat, 
and effective thermal conductivity, respectively. K and C are 
the porous medium permeability and inertia coefficient, respec­
tively, g and p are the gravitational acceleration and coefficient 
of volumetric thermal expansion, respectively. q"ai is the applied 
absorption radiation heat transfer per unit area. It should be 
noted that viscous dissipation is neglected and all properties are 

Surrounding 

Ideally Transparent 
Plate 

Porous Medium 

Absorbing Fluid 

Fig. 1 Schematic of the problem 

assumed constant except the density in the buoyancy term. In 
addition, the effect of porosity variation near the plate, and the 
dispersion effect, are negligible. 

The appropriate boundary and matching conditions for the 
problem under consideration can be written as 

u(x, 0) = 0, v(x, 0) = 0, 

dy 

T(x, oo) = r, 

U(T(x, 0) - T„) u(x, « ) = 0, 

T(0,y) = T„, « (0 ,y) = 0 (4a-g) 

where U is the heat transfer coefficient for the heat lost from 
the plate to the surroundings; that is, the heat transfer coefficient 
between the inner surface of the plate and the ambient condi­
tions. Equations (4a, b) indicate that there is no slip condition 
and no suction or injection at the plate surface, respectively. 
Equation (4c) indicates that the heat conduction at the plate is 
convected away to the surroundings. Equations (Ad, e) indicate 
that, far away from the plate, the fluid is undisturbed and is at 
the ambient or surrounding temperature. Equations (4 / , g) 

N o m e n c l a t u r e 

a = absorption or extinction coefficient 
of fluid, m~l 

Bf = boundary friction, defined by Eq. 
(14a) 

c = specific heat of fluid, J/kg K 
C = porous medium inertia coefficient, 

m'1 

Da = Darcy number (Ka2) 
F = dimensionless stream function, de­

fined by Eq. (6g) 
g = gravitational acceleration, m/s2 

G = dimensionless normal velocity 

(dF/dO 
G„ = Grashof number based on absorp­

tion coefficient a, defined by Eq. 
( 6 / ) 

Gx = local Grashof number, defined by 
Eq. (6e) 

h = heat transfer coefficient to the fluid, 
W/m2K 

H = dimensionless temperature gradi­
ent with f (88/d£) 

ke - effective thermal conductivity of 
porous medium, W/mK 

K = porous medium permeability, m2 

Nu„ = Nusselt number based on absorp­
tion coefficient a, defined by Eq. 
(146) 

Pr = effective Prandtl number, (p,clke) 
q" = incident radiation flux, W/m2 

g"ati = radiation flux distribution in fluid, 
W/m2, defined by Eq. (5) 

T - dimensional fluid temperature, K 
Tmla = maximum local fluid temperature, 

K 
Tw = wall or plate temperature, K 
Ta = ambient temperature, K 
u = dimensional tangential velocity, 

m/s 
U = heat transfer loss coefficient to 

surroundings, W/m2K 

v = dimensional normal velocity, m/s 
x, y = Cartesian coordinates along and 

normal to the plate, respectively, 
m 

a = dimensionless heat transfer loss 
coefficient to surroundings 
(U/(kea)) 

0 = volumetric expansion coefficient, 
K1 

r) = dimensionless normal distance 
defined by Eq. (6d) 

r = dimensionless porous medium in­
ertia coefficient (CGjj/a) 

p, = dynamic viscosity of fluid, kg/ms 
v = kinematic viscosity of fluid, m2/s 
p = density of fluid, kg/m3 

ip = stream function, m2/s 
9 = dimensionless temperature de­

fined by Eq. (6h) 
£ = dimensionless tangential distance 

defined by Eq. (6b) 
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mean that the conditions at the plate's leading edge are such 
that the fluid is at a uniform temperature and stagnant. 

Following Beer's law of radiation absorption as quoted by 
Cooper (1972) and Fathalah and Elsayed (1980), it will be 
assumed that 

q'U = ?"(1 - exp(-ay)) (5) 

where q" and a are the incident radiation flux (a constant) and 
the fluid's absorption or extinction coefficient (a constant), 
respectively. This law was applied to Dorsey's data for the 
absorption of radiation in water layers of different thick­
nesses. The estimated value of a ranges from 6 m_ l to 151.5 
m_ 1 for distilled water of thickness 10 cm to 1 mm, respec­
tively. The large variation in the values of a may be attributed 
to either inaccuracy of Dorsey's measurements, as stated by 
Cooper (1972), or to the reflectance and spectral dependence 
of the absorption coefficient of distilled water, which is not 
considered by Beer's law as stated by Fathalah and Elsayed 
(1980). In the present study, an absorption coefficient rang­
ing between 200 nT1 and 2000 m_ 1 is assumed for a black­
ened grey water. The average value of radiation flux intensity 
q" in Saudi Arabia and Kuwait is 900 w/m2 . It should be 
mentioned that it is assumed herein that the absorption of 
solar radiation and its distribution in the porous medium, 
which is made up of transparent solid material such as glass, 
occurs in the same manner as in a fluid. This may not be 
totally true since it is known that normally solid materials 
respond to radiation differently than a fluid, and that the 
mechanism of travel of its rays in solids is different than in 
a fluid. However, in general, it seems reasonable to assume 
that the form of Beer's law may be the same for a transparent 
solid-fluid system, but the values of the absorption coefficient 
will be different. In the presence of a porous solid material, 
the values of a will be higher than that of the fluid alone 
since the system will have higher energy capacity. This as­
sumption is employed herein due to the absence of an experi­
mentally based, proper form of solar energy distribution in 
a fluid-saturated porous medium, which is a solid-fluid com­
bination, and as a first approximation. Numerical results for 
various values of a are reported subsequently. Therefore, the 
results of this work may be applied to such fluid-saturated 
transparent porous media that closely exhibit the behavior of 
Eq. (5) . This highlights the need of extensive experimental 
effort in this area. 

Equations (1) through (5) do not possess a similarity solu­
tion. However, the local nonsimilar technique employed by 
Sparrow and Yu (1971), and later by Fathalah and Elsayed 
(1980), appears to be suitable for this problem. This technique 
will be employed in this work. It is convenient to work with 

'0.0 2.0 4.0 6.0 8.0 10.0 
v 

Fig. 2 Effects of Pr on tangential and normal velocity profiles 

0.0 2.0 4.0 6.0 8.0 10.0 
V 

Fig. 3 Effects of Pr on temperature profiles 

the stream function ip and to nondimensionalize the governing 
equations by using the following transformations: 

dy dx Gl ' 5x 

G. = 5(if¥Y", O . - ^ ) " 
\ 5kei> ) \5kev a*) 

keGx 

where G* is the local Grashof number based on the distance 
along the plate x, and G„ is the Grashof number based on the 
fluid's absorption coefficient a. 

Substituting Eqs. (5) and (6) into Eqs. (1) through (4), and 
performing the necessary mathematical operations, results in 
the following equations: 

F'" + AFF" - 3F'2 - 6 + 4£(GF" - F'G') 

- 25£" 2 Da- ' F' - 5 £ 5 / 4 r F ' 2 = 0 (7) 

0" + Pr(4F0' - F'd) - 4£ Pi(F'H - 8'G) 

-5£ 1 M exp(-5£" 4 77) = 0 (8) 

where D a H = \/(Ka2), T = CG5Ja, and Pr = pvclke are the 
inverse Darcy number, the dimensionless porous medium inertia 
coefficient, and the effective Prandtl number, respectively. In 
the quasi-similar Eqs. (7) and (8), a prime denotes ordinary 
differentiation with respect to 77, and G and H are the first 
derivatives of F and 6 with respect to £, respectively. 

The transformed boundary and matching conditions can be 
shown to be 

F(£, 0) = 0, F'(£, 0) = 0, 0'(£,O) = 5a£1M0(£, 0) 

F"(£, oo) = 0, 0(£, «>) = o, 

0(0,77) = 0, F(0, 77) = 0 (9a-g) 

where a = U/(kea) is the heat transfer loss coefficient. A typical 
value of a is 0.2 (corresponding to an absorbing fluid with a 
= 200 m_1 and a surrounding air moving at a speed of 5 m/s). 
Larger values of a can also be used for higher wind velocities 
and/or lower values of the absorption coefficient a. 

Additional equations governing G and H are needed to render 
the problem complete, as is done by the local nonsimilarity 
technique (Sparrow and Yu, 1971). These are obtained by dif-
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ferentiating both Eqs. (7) and (8) with respect to £ to respec­
tively give 

G'" + 4FG" + &GF" - lOF 'G ' - H - 4f(G' 2 - GG") 

- 25£ 1 / 2 Da- 'G ' - f Cm D a - ' F ' 

- 10? 5 / 4 rF 'G ' + f £ 1 / 4 r F ' 2 = 0 (10) 

H" + Pr(8G0' + 4FH' - G'6 - 5F'H) 

- 4 £ P r ( G 7 / - GH') 

+ ! r 3 M 0 -5e1 / 4r7)exp(-5£1 / 47?) = 0. (11) 

Similarly, differentiating Eqs. (9) with respect to £ yields 
the boundary and matching conditions for G and H as follows: 

G(£ ,0) = 0, G ' « , 0 ) = 0, 

H'(Z, 0) - f «r3/4^(e, 0) - 5< / 4tf(£, 0) = 0 

G'(£,oo) = o, #(£, ») = <>, 

tf(0, T?) = 0, G(0, 77) = 0. (12) 

Equations (7) through (12) represent the governing equations 
for the problem under consideration. It should be mentioned 
that these ordinary differential equations are approximate since 
higher order £ derivative terms are neglected, as required by 
the local similarity method. However, the exact equations are 
partial differential equations and can be easily solved numeri­
cally by a marching finite-difference technique, but the local 
similarity method herein is chosen so as to allow comparisons 
with the previously published work of Fathalah and Elsayed 

(1980). Also, note that setting T = 0 and letting Da -> <», the 
equations reported by Fathalah and Elsayed (1980) are recov­
ered. 

Of special significance in free convection problems are the 
local boundary-friction coefficient and the Nusselt number. 
These physical parameters can be defined in dimensional form 
as 

Bf = ~2 • N u " = Ya ' 

h = 

dy2 

q" -U(TW- r . ) 
(13«-c) 

where fi is the fluid dynamic viscosity, T„ is the plate or wall 
temperature, TmaK is the maximum local temperature, and h is 
the local heat transfer coefficient. Upon using Eqs. (6a-h), it 
can be shown that 

Bf = 
Bi 

pv2Gxa
2 

Nua 
1 

5V"0« 

F"(0) 
25£"2 

+ a-Z-\. (14a, b) 

Results and Discussion 
Equations (7) through (12) are nonlinear coupled ordinary 

differential equations and conditions that must be solved numer­
ically since they exhibit no analytical solution. An implicit, 
iterative, tridiagonal finite-difference numerical method similar 
to that discussed by Blottner (1970) is devised for this purpose. 
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The third-order differential equations are converted into sec­
ond-order differential equations by making variable changes. 
Then, all second-order equations in r) are discretized using three-
point central difference quotients while first-order equations are 
discretized using the trapezoidal rule. With this, the differential 
equations are converted into a set of algebraic equations which 
are solved with iteration (to deal with the nonlinearities of the 
governing equations) by the Thomas' algorithm (see Blottner, 
1970). Most changes in the dependent variables are expected 
to occur in the vicinity of the wall where viscous effects domi­
nate. Far away from the wall the fluid adjusts to the ambient 
conditions and changes in the dependent variables are expected 
to be small. For this reason, variable step sizes in rj are employed 
in the present work. The initial step size Ar?, was set to 10~3 

and the growth factor was set to 1.03. These values were arrived 
at after many numerical experimentations were performed to 
assess grid independence. A convergence criterion based on the 
relative difference between two successive iterations (set to 
10~A in the present work) was employed. 

More details of the numerical solution and the procedure 
followed can be explained as follows: 

Consider Eq. (7) governing the dimensionless stream function 
F. By defining 

F' (15) 

Eq. (7) may be written (before the central-difference formulas 
are used) as 

7TiV" + 7r2V + 7T3V + 7T4 = 0 (16) 

where 

7T, = 1, 7T2 = AF + 4£G - (3 + 5£5"T)V 

7T3 = -4£G ' - 25£"2 Da"1, TT4 = -0. {\la-d) 

The boundary conditions for V are 

V(0) = 0, V ( ? w ) = 0 (18a, fc) 

where infinity is replaced by rjmm, which is set to a maximum 
value of ten in the present work. 

The coefficients 7Ti, 7r2,7r3, and 7r4 in the inner iteration step 
are evaluated using the solution from the previous iteration 
step. Equation (16) is then converted into tridiagonal finite-
difference algebraic equations which can be solved by the 
Thomas' algorithm. 

Equation (15) can be integrated to give 

= F. + 
(V.+1 + VJA77,, 

(19) 

where n corresponds to the nth point along the 77 direction. 
The boundary condition for F is 

F(0) = 0. (20) 

The same procedure can be applied to solve Eqs. (8) , (10), 
and (11). Many numerical results were obtained throughout the 
course of this work. A representative set is reported below in 
Figs. (2) through (19). 

Figures 2 andx3 show typical profiles for the fluid tangential 
velocity V, normal velocity G, and temperature 8 along the 
vertical plate for various values of the Prandtl number Pr. In­
creases in the Prandtl number have a tendency to decrease both 
the tangential velocity and temperature and to confine them to 

Fig. 9 Effects of | on temperature profiles Fig. 11 Effects of f and a on Nusselt number 
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an increasingly smaller region closer to the vertical plate. In 
addition, the normal velocity of the fluid decreases as a result 
of increasing Pr. These behaviors are clearly depicted in Figs. 
2 and 3. It is also seen from Fig. 3 that the maximum tempera­
ture occurs in the fluid away from the plate surface. This is 
because the incident solar radiations are absorbed by the ab­
sorbing fluid which in turn heats up the ideally transparent plate. 
This operation is believed to enhance solar collection by direct 
absorption in which heat losses are reduced as a result of lower 
plate temperatures. 

Figures 4 and 5 show the influence of the heat transfer loss 
coefficient to the surrounding a on the tangential and normal 
velocity and temperature profiles, respectively. As the heat 
transfer loss to the surroundings increases, the absorbing fluid 
in the porous medium tends to slow down and its temperature 
tends to decrease. This is evident from the decreases in V, G, 
and 6 as a increases (shown in Figs. 4 and 5). It can be seen 
from Fig. 5 that for a = 0 (no heat loss to the surroundings) 
the maximum temperature occurs at the plate surface, which is 
consistent with results obtained for nonconvective boundary 
conditions. 

Figures 6 and 7 present the boundary friction, Bf, and the 
Nusselt number, Nu„, for various values of the effective Prandtl 
number, Pr, and the heat transfer loss coefficient to the sur­
rounding a, respectively. It is observed from these figures that 
Bf and Nu„ decrease and increase for fixed values of a as Pr 
increases. The lower values of fi/are due to the lower tangential 
velocities predicted by increasing Pr. However, the increase in 
the Nu„ value is due to the reductions of the maximum tempera­
ture (occurring for higher values of Pr) since it is inversely 
proportional to it (see definition of Nu„). Increases in the loss 
coefficient a have the same effect on the tangential velocity 

and temperature as that of Pr. Namely, it causes V and 6 to 
decrease. This results in reductions in the values of both Bf and 
Nua as a increases. These behaviors are evident from Figs. 6 
and 7, respectively. 

Figures 8 through 11 illustrate the influence of the axial or 
tangential distance £ on the flow and heat transfer parameters 
of the problem under consideration. Figures 8 and 9 present the 
profiles of the fluid tangential and normal velocity components, 
and the temperature profiles at different values of £ (for Pr = 
6.5 and a = 5, corresponding to water at high wind velocities), 
respectively. Higher peaks in the values of the tangential veloc­
ity of the absorbing fluid V are observed at small values of £. 
This is related to the thickness of the fluid layer adjacent to the 
plate which is larger at lower values of £. It is also observed 
that a back-flow condition exists in the fluid's normal velocity 
component G for £ = 0.3. This type of flow reversal behavior 
has been reported and discussed by Gebhart et al. (1988, p. 
174). As £ increases, the tangential velocity decreases while 
the normal velocity increases causing a slower net motion up 
the porous medium adjacent to the plate. The temperature distri­
bution of the absorbing fluid also shows that higher peaks in 
the temperature occur for small values of £ and these peak 
values decrease as £ increases. Again, the maximum tempera­
ture does not occur at the plate surface as is the case of nonab-
sorbing fluids. 

Figures 10 and 11 depict the changes of the boundary friction 
coefficient, Bf, and the Nusselt number, Nu„, as a result of 
changing both a and £, respectively. As expected, higher tan­
gential velocities at small values of £ lead to higher boundary 
frictions, and as £ increases, V decreases which results in in­
creased reductions in Bf. This is evident from Fig. 10. Looking 
at the definition of Nua, it can be seen that Nu„ is inversely 
proportional to £ for fixed values of a. Thus, an increase in the 
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values of £ has the effect of reducing the Nusselt number. This 
behavior is clearly seen in Fig. 11. 

Figures 12 through 15 elucidate the influence of the presence 
of the uniform porous medium on the flow and heat transfer 
through the Darcy number Da. The results in these figures are 
obtained for slow flow (T = 0) in order to evaluate the relative 
effect of Da alone. Figures 12 and 13 present the profiles for 
V, G, and 0 for various values of Da. It should be noted that 
large values of Da correspond to high porosity porous medium, 
and the limit Da -> °° corresponds to the case of no porous 
medium present. Obviously, a high porosity porous medium 
exerts less resistance to flow. This causes higher tangential and 
normal fluid velocities, and these velocities decrease as the 
porous medium gets tighter (as Da decreases). This is clearly 
shown in Fig. 12. However, the presence of the porous medium 
(smaller values of Da) has the tendency to increase the fluid 
temperature. This is due to the increased fluid restriction re­
sulting from decreasing the porosity of the porous medium. This 
behavior is evident from Fig. 13. 

Figures 14 and 15 show the influence of both Da and Pr on 
Bf and Nu„, respectively. As mentioned before, increases in Pr 
cause decreases in Bf and increases in Nu„, for a relatively open 
porous medium. The slowing of the absorbing fluid as a result 
of decreasing the Darcy number, Da, has the direct effect on 
decreasing the wall or boundary friction as shown in Fig. 14. 
It is also seen that for small porosity medium, specifically for 
Da = 0.5 and Da = 1.0, Bf is constant for any value of Pr. It 
is also evident from Fig. 15 that increases in the values of Da 
(that is, increases in the porosity of the medium) cause increases 
in the Nusselt number at any fixed value of Pr. This is because 
Nu„ is inversely proportional to 6mm which decreases as Da 
increases. 

The influence of the porous medium inertia coefficient Y on 
the flow and heat transfer parameters is the same as that of the 
inverse Darcy number Da_1 since it also represents resistance 
to flow. Namely, as V increases, V, G, and Bf decrease while 0 
and Nu„ increase and decrease, respectively. These behaviors 
are depicted in Figs. 16 through 19. 

It should be mentioned that for T = 0 and as Da -> =°, the 
results reported by Fathalah and Elsayed (1980) are recovered. 
This comparison serves as a check on the numerical procedure. 
No comparisons with experimental data were performed due to 
lack of such data at present. 

Conclusion 

Natural convection flow of an absorbing fluid up a uniform 
porous medium supported by a semi-infinite, ideally transparent, 
vertical flat plate due to solar radiation is considered. Boundary-
layer equations are derived using the usual Boussinesq approxi­
mation and accounting for applied incident radiation flux. A 
convection type boundary condition is used at the plate surface. 
These equations exhibit no similarity solution. However, the 
local similarity method is employed for the solution of the 
present problem so as to allow comparisons with previously 
published work. The resulting approximate nonlinear ordinary 
differential equations are solved numerically by a standard im­
plicit iterative finite-difference method. Graphical results for 
the velocity and temperature fields, as well as the boundary 
friction and Nusselt number, are presented and discussed. It 
was found that increases in any of the following: effective 
Prandtl number, heat transfer loss coefficient, tangential dis­
tance along the plate, inverse Darcy number, and the porous 
medium inertia coefficient caused reductions in the boundary 
friction coefficient. However, the Nusselt number based on the 
absorbing fluid coefficient was increased as the Prandtl number 
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increased, and reductions were observed as a result of increasing 
any of the following: heat transfer loss coefficient, tangential 
distance, inverse Darcy number, and the medium inertia coeffi­
cient. In addition, a flow reversal condition was predicted for 
water with high heat transfer loss coefficient in the presence of 
a porous medium. Comparison with previously published work 
was performed and the results were found to be in excellent 
agreement. It is hoped that the present work will serve as a 
stimulus for experimental work which appears to be lacking at 
present. 
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Development of Multicellular 
Solutions in Natural Convection 
in an Air-Filled Vertical Cavity 
Consideration is given to the multiple solutions of two-dimensional natural convection 
in a vertical air-filled tall cavity with differentially heated sidewalls. Numerical simu­
lations are carried out for a wide range of Rayleigh numbers from the onset of the 
steady multicellular flow, through the reverse transition to the unicellular pattern, to 
the unsteady multicellular flow. The dependence of the flow structure on the initial 
condition is clarified from the simulations by means of starting from a motionless 
and isothermal state, and gradually increasing or decreasing the Rayleigh number. 

Introduction 
Considerable attention has been given to the problem of natu­

ral convection in a tall cavity, with differentially heated side-
walls, because of its importance in many engineering applica­
tions. Typical applications include thermal insulation using dou­
ble-grazed windows, nuclear reactors, solar energy collectors, 
electronic components in enclosure, and others. Some studies 
of this type of convection have still been continued and new 
features have been found for large Prandtl number fluids, experi­
mentally and numerically (Wakitani, 1996). There, flow be­
comes substantially unsteady at a Rayleigh number slightly 
higher than a critical value and the number of secondary cells 
increases as the Rayleigh number is increased. As the Rayleigh 
number is further increased, the flow becomes quasi-steady at 
the Rayleigh numbers in some regions. Then the flow becomes 
unsteady again and is a unicellular one formed by a single 
secondary cell. 

In an air-filled cavity (the Prandtl number, Pr = 0.71) of 
aspect ratio A larger than a value between 11 and 12, steady 
multicellular flow has been observed numerically for the Ray­
leigh number Ra « 104 by Roux et al. (1980) and Lauriat 
(1980). Lee and Korpela (1983) have expected the critical 
value of A between 10 and 12.5. Their computational result for 
Pr = 0 demonstrates that the number of secondary cells depends 
on an initial condition. For an air-filled cavity, some discrepan­
cies are indicated among analytical, experimental, and numeri­
cal results (e.g., Le Quere, 1990). 

Furthermore, at a high Rayleigh number, a reverse transition 
from multicellular to unicellular structure has been shown by 
Roux et al. (1980). By gradually increasing or decreasing Ra 
for Pr = 0.71 and A = 16, Le Quere (1990) has confirmed the 
reverse transition and found the existence of several branches 
of solutions characterized by different numbers of cells. The 
simulation for large Pr number fluids does not show such a 
reverse transition as in an air-filled cavity (Wakitani, 1994; 
Wakitani, 1996). Unsteady calculation of Le Quere (1990) 
has shown that as Ra is gradually increased, the return to the 
unicellular pattern from the multicellular structure occurs 
through a gradual decrease in the number of cells. His diagram 
showing the different branches of solutions is reproduced in 
Fig. 1. He has also found the existence of unsteady two-cell 
solutions in some Ra ranges less than 4 X 104 (Fig. 1), in 
contrast to the other numerical results (e.g., Lee and Korpela, 
1983; Chait and Korpela, 1989). However, Le Quere (1990) 

does not clarify the dependence of the multiple solutions on 
initial conditions. His computation was conducted only by grad­
ually varying Ra. Most experiments will start from a motionless 
and isothermal condition. 

In this paper, we perform a two-dimensional numerical simu­
lation of natural convection in an air-filled cavity. To find out 
the dependence of the flow structure on the initial condition, 
the numerical calculations are conducted by starting from a 
motionless and isothermal state, or impulsive run, and by gradu­
ally increasing or decreasing Ra, or gradual run. In the gradual 
run, after a steady or an asymptotic solution has been reached, 
the next calculation is continued by slightly varying Ra. The 
calculations are conducted until a high Ra where unsteady solu­
tions occur after establishment of the return to the unicellular 
pattern. 

Numerical Simulations 
Governing Equations. We consider two-dimensional natu­

ral convection in an air-filled vertical cavity of height H and 
width W (aspect ratio A = HIW). The left and right sidewalls 
are held at constant uniform temperatures, 7\ and T2 (7\ > 
T2), respectively. The top and bottom of the cavity are thermally 
insulated. We define the coordinate system so that the x-axis is 
in the horizontal direction and z-axis is in the vertical direction 
(positive upward) with the origin at the bottom corner on the 
left sidewall of the cavity. We consider the flow of a Newtonian 
fluid and assume that the fluid satisfies the Boussinesq approxi­
mation. According to Ostrach's suggestion (Ostrach, 1988) for 
natural convection of (Ra/Pr) " 2 > 1 and Pr < 1, we introduce 
Vr = (gfiATW)1'2 as reference velocity, where Ra is the Ray­
leigh number, Pr the Prandtl number, g the acceleration due to 
gravity, 0 the coefficient of thermal expansion, and AT the 
temperature difference (Tx — T2). 

The equations that govern the velocity, pressure, and temper­
ature fields are the continuity equation, Navier-Stokes equa­
tions, and energy equation. These equations can be put into 
dimensionless forms by scaling length with the width W, veloc­
ity with Vr, pressure with pV2

r, temperature with AT, and time 
with W/Vr = (Pr/Ra)1,2W2/v, where p is density. The dimen­
sionless temperature is defined as T = (T* — Tr)lAT with Tr 

= (T{ + T2)/2, where T* is fluid temperature. 
The governing equations can be written in the following di­

mensionless forms: 

du dw _ 

dx dz 
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Fig. 1 Diagram showing the different branches of solutions calculated 
by Le Quere (1990) 

dw dw dw 
h U h W 

dt dx dz 
dz \Ra/ 

(3) 

Table 1 Comparison of the solutions with those of Chenoweth and Pao­
lucci (1986), and de Vahl Davis (1983) 

Ra=103 

grids 41x41 61x61 81x81 — 
Nil 4.566 (4.567) 4.548 (4.540) 4.541 (4.531) [4.519] 

"max 0.1306 (0.1285) 0.1303 (0.1295) 0.1303 (0.1299) [0.1303] 

2 0.8553 (0.8551) 0.8548 (0.8549) 0.8549 (0.8548) [0.855] 

Wma 0.2573 (0.2541) 0.2572 (0.2559) 0.2572 (0.2566) [0.2574] 

X 0.0656 (0.0653) 0.0656 (0.0657) 0.0658 (0.0658) [0.066] 

Ra = 106 

grids 61x61 81x81 101 x 101 — 
Nu 8.917 (8.988) 8.885 (8.907) 8.871 (8.874) [8.800] 

Umax 0.07680 (0.07567) 0.07690(0.07617) 0.07695 (0.07645) [0.07670] 

z 0.8513 (0.8547) 0.8506 (0.8528) 0.8501 (0.8518) [0.850] 

Wmax 0.2619 (0.2565) 0.2610 (0.2585) 0.2610 (0.2597) [0.2603] 

X 0.0367 (0.0372) 0.0377 (0.0374) 0.0377 (0.0376) [0.0379] 

dT dT dT 
V u \- w — 

at ox dz 

1 

(PrRa)1 V27\ (4) 

where t is the time, u and w are the velocity components in the 
x- and z-directions, respectively, p is the deviation from the 
hydrostatic pressure and V2 is the Laplacian operator. 

The boundary conditions are 

u = w = 0 on x = 0, 1; z = 0, A, (5) 

T = 0 . 5 on x = 0 and T = -0 .5 on x = 1, (6) 

dT 

dz 
= 0 on z = 0, A. (7) 

As the initial condition for impulsive run, a motionless and 
isothermal state is taken where 

u = w = T = p = 0(0<x< 1, 0 < z < A) 

at t = 0, (8) 

unless otherwise described. 

Numerical Algorithm. The numerical technique used in 
the present study is the same as that of Wakitani (1996) based 
on the finite difference method of Kawamura and Kuwahara 
(1984). First, the Poisson equation for the pressure, which is 
derived from Eqs. (2) and (3), is solved, subject to the appro­
priate boundary conditions. The equation of continuity (1) is 
satisfied at each time step. Then, the velocity and temperature 
at the next time step are computed from discretized ones of 
Eqs. (2) , (3) and (4) using the Euler implicit scheme. The 
nonlinear terms in their equations are linearized and approxi­
mated by means of a third-order upwind scheme (Kawamura 
and Kuwahara 1984; Kawamura et al. 1986). The spatial deriva­
tives in the remaining terms are expressed in terms of the sec­
ond-order central differences. These finite difference equations 
are solved by using the SOR method. 

An orthogonal, nonuniform, and nonstaggered grid system is 
used. The effects of the grid size and the time increment on the 

flow characteristics have been examined. Finally, the grid with 
25 X 121 points and the time increment of At = 0.002 are 
generally used in the present computations. The finest grid size 
near the walls is about three times smaller than the one corre­
sponding to a uniform grid. All computations are performed on 
a workstation (Sun SPARC station 20 SX8 M502). 

Accuracy Assessment. The computation based on the 
above algorithm was tested for a square cavity (A = 1, Pr = 
0.71) at Ra = 105 and 106. The results were compared with the 
results of Chenoweth and Paolucci (1986) and the benchmark 
solutions of de Vahl Davis (1983). They used uniform, square 
grids. Table 1 gives our steady results obtained for some grids. 
In the table we give the averaged Nusselt number Nu, the maxi­
mum horizontal and vertical velocities wmax and wmas at the 
midwidth and midheight, respectively, and their z and x loca­
tions. The Nusselt number is obtained by averaging the heat 
flux over the hot and cold wall. The results from the hot and 
cold wall agree within the accuracy in the table. The values of 
the maximum velocities and their locations are obtained using 
polynomial interpolations. 

The values in parentheses represent the results of Chenoweth 
and Paolucci (1986) and the values in brackets represent the 
benchmark solutions obtained by de Vahl Davis (1983) using 
Richardson's extrapolations. Their velocity data are multiplied 
by (Pr Ra)"" 2 to fit with our notation. 

The present results are in excellent agreement with those of 
Chenoweth and Paolucci (1986), and the results for the finest 
grid at each Ra are in good agreement with the benchmark 
solutions obtained by de Vahl Davis (1983). 

Results and Discussion 
Computations are made for Pr = 0.71 and A = 16. A numeri­

cal simulation is conducted by gradually increasing or decreas­
ing Ra, or gradual run, in the same manner as Le Quere (1990). 
Another simulation is conducted by starting from a motionless 
and isothermal state as initial conditions, or impulsive run. 

Nomenclature 

A = aspect ratio = H/W 
g = acceleration due to gravity 
H = height of cavity 

Nu = averaged Nusselt number 
Nu2 = local Nusselt number 

p = dimensionless pressure 
Pr = Prandtl number = VIK 

Ra = Rayleigh number = g/3W3AT/ 
VK 

t = dimensionless time 
T = dimensionless temperature 

:, w = dimensionless velocity compo­
nents 

W = width of cavity 

x, z = Cartesian coordinates 
P = volumetric expansion coefficient 

At = time increment 
AT = temperature difference 

K = thermal diffusivity 
v = kinematic viscosity 
p = density 
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Fig. 2 Streamlines at dimensionless time t = 500 for gradually increas­
ing Ra: (a) Ra = 9 x 103; (6) 1 x 10"; (c) 1.2 x 10"; (d) 1.8 x 10"; (e) 
3.3 x 104; | f ] 5 x 10"; (g) 1 x 106; (h) 2 x 106; (/) 3 x 106; constant 
values of the stream function are -0.05, - 0 . 1 , -0.15, -0.20, -0.25, -0.27, 
-0.29 for (a ) - (c ) , -0.05, -0.10, -0.15, -0.20, -0.25, -0.30, -0.35 for 
{d)-{f), -0.05, -0.10,-0.15, -0.20, -0.25, -0.30 for (g), (h), and 0.0, 
-0.05, -0.10, -0.15, -0.20, -0.25 for (/). 

Gradual Run. Figure 2 shows the streamlines at a dimen­
sionless time t = 500 for various values of Ra obtained from 
gradually increasing Ra (typically, increments of about 0 . 1 -
0.2 Ra). The hot wall is on the left side in every figure. These 
flow patterns are in a steady state. The first computation starts 
from a steady unicellular solution at Ra = 5 X 103 obtained 
from impulsive run. Figure 2(a) shows a three-cell pattern 
characterized by a middle cell and two weaker outer cells. This 
pattern first appears at Ra = 8 X 103, where two outer cells 
are very weak. The three-cell pattern continues to Ra = 1.7 X 
104 with increasing its amplitude (Figs. 2b, c). Lee and Korpela 
(1983) found the transition from a unicellular to a multicellular 
flow in the range 7.1 X 103 < Ra < 7.81 X 103 for A = 20. 
At Ra = 7.1 X 103, Roux et al , (1980) and Chenoweth and 
Paolucci (1986) confirmed the existence of a multicellular flow 
for A = 20. Our result is different from that of Le Quere (1990), 
in which a four-cell pattern has appeared at Ra = 7 X 103. We 
have not obtained any four-cell pattern from the simulations by 
gradually increasing Ra. Lee and Korpela (1983) obtained a 
three-cell pattern for A = 15 and a four-cell pattern for A = 
17.5 at Ra = 1.065 X 104. Their results may be in agreement 
with our results rather than Le Quere (1990). 

At Ra = 1.8 X 104, the transition to a two-cell pattern occurs 
(Fig. 2d). Further, at Ra = 3.3 X 10", the reverse transition 
to a unicellular structure occurs (Fig. 2e). Le Quere (1990) 
obtained their transitions at Ra = 2.4 X 104 and 4 X 104, 
respectively. He indicated that the two-cell solutions at Ra = 
3.4 X 104 and 3.6 X 104 were time-periodic asymptotic ones. 

Table 2 Comparison of typical quantities for the two-cell solutions in 
the case A = 16, Pr = 0.71 and Ra = 2.4 x 104 with those of Le Quere 
(1990), and Jin and Chen (1996) 

Authors grids lyl 0) Nu a 

Present study 25 x 121 

31x131 
0.2545 

0.2514 
9.560 

9.496 

1.913 

1.910 

1.63 

1.64 

LeQuer«(1990) 16x90 

24x120 

0.2414 

0.2419 

9.330 

9.337 

1.901 

1.901 

1.59 

Jin and Chen (1996) 33x129 0.2456 9.627 1.901 1.60 

Ra = 3 .3xl0 4 

1.8 xlO4 

100 200 

1 I i 
300 400 500 

Fig. 3 Time evolution of the w-velocities at point x • 
gradually increasing Ra 

0.053, z = 8 for 

However, we have not obtained such time-periodic asymptotic 
solutions at any Ra until the reverse transition occurs. At pres­
ent, we cannot give decisive reasons for the difference between 
the present predictions and Le Queue's results. 

Some quantities, for the two-cell solutions in the case where 
A = 16, Pr = 0.71 and Ra = 2.4 X 1 0 \ can be compared with 
those of Le Quere (1990), and Jin and Chen (1996). Table 2 
shows comparisons of the value of the stream function i// at a 
center of the slot, the vorticity w at the midheight on the hot 
wall, the averaged Nusselt number Nu, and the wavenumber a 
based on the distance between two cells. The maximum differ­
ence appears in ip with about 5 percent, but others are within 
3 percent of the results of Le Quere, and Jin and Chen. 

At Ra ss 1 X 105, a unicellular structure characterized by 
the streamlines around the lower and upper portions of the 
cavity appears (Fig. 2g). Then, a two-cell pattern appears with 
its cores in the lower and upper portions (Figs. 2h, i). 

Figure 3 shows the time evolution of the w -velocities at the 
midheight near the hot wall (x = 0.053, z = 8). Steady states 
are reached in a dimensionless time (t = 300 and 120) for Ra 
= 1.8 X 104 and 3.3 X 1 0 \ respectively. The abrupt change 
in the velocity shows that the transition in cellular patterns has 
occurred there. The streamlines corresponding to these Rayleigh 
numbers are shown in Fig. 4 for some dimensionless times. 

Figure 5(a) shows the streamlines for Ra = 1.4 X 104 at 
some times and Fig. 5(b-d) (t = 500) are obtained from gradu­
ally decreasing Ra. At Ra = 1.4 X 104, the transition from 
unicellular to two-cell pattern occurs, and a steady solution is 
reached. Le Quere (1990) found the same transition at Ra = 

(a) 

(A (h 

( = 100 150 160 180 250 ; = 80 100 

Fig. 4 Streamlines at some different dimensionless times for gradually 
increasing Ra: (a) Ra = 1.8 x 104; (b) 3.3 x 10"; constant values of the 
stream function are -0.05, - 0 . 1 , -0.15, -0.20, -0.25, -0.30, -0.35. 
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Fig. 5 Streamlines at some different dimensioniess times for gradually 
decreasing Ra: (a) Ra = 1.4 x 10", and streamlines at dimensioniess 
time t = 500; (b) Ra = 1.2 x 104; (c) 1 x 10"; (d) 9 x 103; constant values 
of the stream function are -0.05, - 0 . 1 , -0.15, -0.20, -0.25, -0.30 for 
(a), and -0.05, - 0 . 1 , -0.15, -0.20, -0.25, -0.27, -0.29 for (o) - (d) . 

1.8 X 104 but the solution was time-periodic. When the Ray-
leigh number is further decreased, a four-cell pattern appears 
at Ra = 1.1 X 104 with two weak outer cells. This four-cell 
pattern continues to Ra = 8.6 X 103 and the transition to a 
three-cell pattern occurs at Ra = 8 X 103. Then, a unicellular 
pattern appears at Ra = 7 X 103. The transition from a three-
cell to a four-cell pattern has not been found in the process with 
gradually decreasing Ra, in contrast to the result of Le Quere 
(1990). 

Impulsive Run. Figure 6 shows the streamlines at t = 500 
for various values of Ra obtained from starting from a mo­
tionless and isothermal state as initial conditions. The solutions 

(a) (« W W GO (8) m 
f^\ 

Fig. 6 Streamlines at dimensioniess time t = 500 for impulsive run: (a) 
Ra = 9 x 103; (b) 1 x 10"; (c) 1.2 x 10"; (d) 1.5 x 10"; (e) 2 x 10"; (f) 
5 x 10"; (g) 1 x 105; (ft) 2 x 10s; [i) 3 x 105; constant values of the 
stream function are same as Fig. 2. 

Ra = 5 x l 0 s 

Fig. 7 Time evolution of the iv-velocities at point x = 0.053, z = 8 for 
impulsive run 

for Ra s 9 X 103 coincide with those by gradually increasing 
Ra. However, a four-cell pattern appears in the short range Ra 
= 1 X 104 - 1.1 X 104 (Fig. 6b). A two-cell pattern appears 
at Ra = 1.2 X 104 (Fig. 6c) and the reverse transition to a 
unicellular structure occurs at Ra = 1.5 X 104 (Fig. 6d) , the 
streamlines for which agree with those by gradually decreasing 
Ra. The reverse transition largely depends on the initial condi­
tion, whether gradually increasing Ra or impulsive run. On the 
other hand, the streamlines for Ra > 5 X 104 agree with those 
by gradually increasing Ra (Figs. 6f -i). 

Figure 7 shows the time evolution of the w-velocities at the 
midheight near the hot wall (x = 0.053, z = 8) for high Rayleigh 
numbers. Steady solutions are reached for Ra s 3 X 10s. A 
time-periodic unsteady solution first appears at Ra = 4 X 105 

and the amplitude of fluctuation grows as Ra is increased. 
The transition of the cell pattern based on the number of cells 

is summarized in Fig. 8. Figure 8(a) shows the result for grad­
ual run, together with the result of Le Quere (1990), and Fig. 
8(b) that for impulsive run. A hysteresis, which is characteristic 
in bifurcation phenomena, is found in the transition between 
the two-cell and the unicellular pattern in the range Ra = 1.4 
X 104 - 3.3 X 104 (Fig. 8a). However, such a hysteresis 

(a) Gradual 

_l I i_ 
104 

Ra 

Fig. 8 Diagram showing the various cell patterns: (a) for gradually in­
creasing or decreasing Ra; (b) for impulsive run. 
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cannot be found at Rayleigh numbers higher than 5 X 104 and 
the solutions there coincide with those of impulsive run as 
shown in Fig. 8(b). Thus the dependence of the multiple solu­
tions on initial conditions does not appear in such high Rayleigh 
numbers. 

Heat Transfer. Heat transfer across the cavity depends on 
the flow structure. The multiple solutions corresponding to the 
different cell patterns are considered to possess the different 
heat transfer coefficients. Figure 9 shows an example of the 
local Nusselt numbers Nu,, along the hot wall at some Rayleigh 
numbers for gradually increasing Ra. These Nusselt numbers 
correspond to those for a subcritical state, two-cell pattern, uni­
cellular pattern after reverse transition, and two-cell pattern at 
high Rayleigh number. These values are calculated from steady 
solutions at a dimensionless time t = 500. The profile at Ra = 
2 X 105 exhibits the minima around the lower and upper por­
tions of the cavity. 

The averaged Nusselt numbers obtained from different initial 
conditions are shown in Fig. 10. Small differences are found at 
Ra =s 3 X 104, con-esponding to the multiple solutions. How­
ever, these averaged values do not show the substantial differ­
ences among the initial conditions. This is because most of the 
heat is transferred across the cavity in the bottom and the top 
end region, as indicated by Le Quere (1990). 

Conclusion 
In this paper numerical investigations have been described 

on natural convection in a vertical air-filled cavity of an aspect 
ratio A = 16. A multicellular flow with a three-cell pattern first 
appears at the Rayleigh number Ra = 8 X 103 for the initial 
condition of a motionless and isothermal state and for the condi­
tion by gradually increasing Ra. At the range 1 X 104 =s Ra < 
5 X 1 0 \ the differences are found in the cell patterns obtained 

g 3 

A 

O 

Impulsive 

Gradual increase 

A 

O 

Impulsive 

Gradual increase 

V Gradual decrease 

! 
• 

i 

• 

: 

Fig. 9 Local Nusselt numbers along the hot wall for gradually increasing 
Ra 

Ra 

Fig. 10 Averaged Nusselt numbers obtained from different initial condi­
tions 

from their conditions. The solutions for Ra a 5 X 104 do not 
depend on the initial conditions. A distinguished hysteresis is 
found in the transition between two-cell and unicellular pattern 
involving the reverse transition. A time-periodic unsteady solu­
tion first appears at Ra = 4 X 105 after the reverse transition 
has occurred. 
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A Numerical Study of Local and 
Average Natural Convection 
Nusselt Numbers for 
Simultaneous Convection Above 
and Below a Uniformly Heated 
Horizontal Thin Plate 
Numerical simulations were conducted to determine local and average natural con­
vection Nusselt numbers for uniformly heated horizontal plates with convection oc­
curring simultaneously from upper and lower surfaces. Plate width and heating rate 
were used to vary the modified Rayleigh number over the range of 86 to 1.9 X 10s. 
Upper surface Nusselt numbers were found to be smaller than corresponding lower 
surface Nusselt numbers. The local Nusselt number was largest at the plate edge 
and decreased towards the plate center for both surfaces. This variation followed 
approximately a minus j-power law variation with the non-dimensionalized x coordi­
nate on the upper surface for modified Rayleigh numbers greater than 104, and a 
minus g-power law variation on the lower surface for all modified Rayleigh numbers. 
Comparative simulations were also performed for upward and downward facing 
uniformly heated plates (single sided convection). For these cases, Nusselt numbers 
on the upward facing plates were larger than for downward facing plates. 

Introduction 
Of the basic configurations typically addressed in natural 

convection heat transfer, the heated horizontal plate has been 
problematic due to the intractability of solving the governing 
differential equations for this orientation and to the difficulty 
of obtaining experimental results except for the simplest of 
boundary conditions. Experimental data are limited to several 
commonly cited references with uniform wall temperature 
boundary conditions and a single reference for a uniform heat 
flux boundary condition. These include McAdams (1954) (heat 
transfer—upward and downward facing isothermal surfaces), 
Goldstein, et al. (1973) (naphthalene sublimation—upward 
facing "isothermal" surface), Lloyd and Moran (1974) (elec­
trochemical mass transfer—upward facing "isothermal" sur­
face), and Sparrow and Carlson (1986) (heat transfer—upward 
facing uniform heat flux surface). 

One consideration not addressed in the literature is the effect 
of concurrent heat transfer from both upper and lower surfaces. 
For this configuration, Nusselt numbers are difficult to obtain 
experimentally due to the necessity of having to locally measure 
the percentage of the total heat being convected from each 
surface. Conversely, a numerical study allows easy determina­
tion of local heat fluxes and surface temperatures allowing local 
Nusselt numbers to be readily calculated. Numerical integration 
further allows average Nusselt numbers to be determined. 

Numerical Model 

CFD Model and Boundary Conditions. Numerical work 
for this study was performed using the FLOTHERM® finite-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER . Manuscript received by the Heat Transfer Division February 6, 
1996; revision received September 30, 1996; Keywords: Conjugate Heat Transfer, 
Natural Convection, Numerical Methods. Associate Technical Editor: P. Simp-
kins. 

volume computational fluid dynamics (CFD) code developed 
specifically for thermal analysis of electronic enclosures. The 
software utilizes a Cartesian coordinate system and can model 
two- and three-dimensional problems. The program contains a 
number of modeling features, but only those utilized in this 
study are discussed. Additional details of modeling features, 
and the computational method, can be obtained from the 
FLOTHERM Reference Manual (1994). 

All analyses for this study were performed using two-dimen­
sional models. The fluid was modeled using constant property 
values and the Boussinesq model to account for buoyancy ef­
fects. The software solves for the variables p, u,v, and Tusing 
the well known SIMPLE algorithm (Patankar, 1980). 

The simulation model consisted of a thin horizontally ori­
ented plate, heated by a uniform source. The plate was placed 
at the center of a "solution domain" which defined the extent 
of the flow field. The sides of the solution domain were defined 
by exterior wall elements, the bottom surface was bounded by 
an inlet vent, while the top surface was bounded by an outlet 
vent. The solution domain width was set at three times the plate 
width to allow adequate area for fluid flow around the plate 
edges without causing significant acceleration due to flow area 
constriction. Solution domain height was set at approximately 
two-thirds its width to provide sufficient area for boundary layer 
development above and below the plate. The plate and solution 
domain are shown in Fig. 1. 

The heated plate was modeled using a cuboid block element. 
Several plate widths (W) were used in spanning the range of 
modified Rayleigh numbers investigated. Plate widths of 5.1, 
10.2, 20.4, 40.8, and 102 mm were used in the modeling. Each 
plate was discretized into 51 nodes along its width. An odd 
number of nodes was used to provide a node of symmetry at 
the center of the plate's width. The plate thickness, t, was set 
at jj-st of its width giving values of 0.1, 0.2, 0.4, 0.8, and 2.0 
mm respectively. The plate's thickness was discretized by only 
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(Sides) 

Adiabatic Internal Walt 
Element Between Each Node 

Planar Heat Source' 

"7 Inlet Vent (Stagnation Pressure Boundary Condition) 

Fig. 1 CFD simulation model including the horizontal flat plate, heat 
source, and solution domain 
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Fig. 2 Effects of grid refinement within the fluid on simulated tempera­
ture rise and average Nusselt number 

one node. The plate was given a thermal conductivity of 30 Wl 
m"C, approximately 1000 times larger than the thermal conduc­
tivity of the fluid which was nominally modeled as air. This 
resulted in the temperature drop within the plate (node to sur­
face) being less than one percent of the total temperature drop 
between the plate node and the adjacent fluid node. This allowed 
the plate surface temperature needed in calculating the film 
coefficient to be well approximated by the plate node tempera­
ture. To prevent unwanted lateral conduction within the plate, 
adiabatic internal wall elements were centered between succes­
sive pairs of plate nodes (Fig. 1). Similar adiabatic wall ele­
ments were placed at each end of the plate to prevent convection 
from the plate ends. For cases where either an upward or down­
ward facing heated plate were simulated, an adiabatic internal 
wall element was used to block convection from the opposite 
surface of the plate. Finally, the plate was heated by embedding 
a uniform heat source (heat per unit area) within it. This heat 
flux was the other parameter used to vary the value of the 
modified Rayleigh number. Typical values used for this parame­
ter were 50, 100, 200, and 500 W/m2. 

Governing Equations. Assuming steady, laminar flow the 
governing equations for the fluid region of the model are: 

Conservation of mass 

du dv 
— + — = 0 
dx dy 

(1) 

Conservation of momentum 

du du _ 1 dp t d2u d2u 

dx dy p dx \ dx2 dy2 

dv dv 
u — 4- v — 

dx dy 

= 8PiT-T„) + ^ d x 2 . ^ 

^ (2) 

(3) 
/ d2v d2v 
' + — 

dy 

Conservation of energy 

dT dT 
U h V : 

dx dy 

• Q2T Qlj 

The governing equation within the solid plate is: 

d2T | d2T | q*/t = 

dx2 dy2 k 

(4) 

(5) 

Boundary Conditions. A stagnation pressure and a uni­
form (ambient) temperature were imposed at the inlet vent, 
while a static pressure was applied to the outlet vent. No slip 
conditions were imposed at all solid boundaries. The exterior 
wall elements defining the edges of the solution domain were 
adiabatic. 

Nomenclature 

g = acceleration of gravity (m/s2) 
h = heat transfer coefficient 

(W/m2-K) 
k = thermal conductivity (W/m-K) 

Nu = Nusselt number, hW/k 
Pr = Prandtl Number 
p = pressure (N/m2) 
q = uniform surface heat flux (W/m2) 

q* = uniform heat generation rate per 
unit area (W/m2) 

qx = local natural convection heat flux 
(W/m2) 

Ra* = modified Rayleigh number based 
on a uniform surface heat flux, Eq. 
(10) 

Ra** = modified Rayleigh number 
based on uniform heat genera­
tion, Eq. (11) 

T = temperature (°C) 
T„ = bulk (ambient) fluid tempera­

ture (°C) 
t = plate thickness (m) 

W = plate width (m) 
u = fluid velocity in x direction 

(m/s) 
v = fluid velocity in y direction 

(m/s) 
x = coordinate along the plate width, 

x = 0 at the plate's edge (m) 
y = coordinate perpendicular to the 

plate width (m) 

Greek Symbols 

a = thermal diffusivity (m2/s) 
P = coefficient of thermal expansion 

(K"1) 
v = kinematic viscosity (m2/s) 
p = fluid density (kg/m3) 

Subscripts 
av = average parameter value 

down = lower plate surface 
up = upper plate surface 

x = local parameter value 
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Fig. 3 Effect of grid refinement across the plate width on the simulated 
local Nusselt number 
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Fig. 5 Normalized local Nusselt number distribution across the plate 
width for a uniformly heated upward facing plate (uniform surface heat 
flux) 

Discretization. An 83 X 43 node grid (3569 nodes) was 
utilized for the simulation work reported here. The grid was 
non-uniform, decreasing geometrically toward the ends and sur­
faces of the plate, resulting in an increasingly fine grid where 
large thermal and velocity gradients existed. At the plate surface 
the fluid grid thickness was approximately one-half the plate 
thickness, while at the plate ends the grid width was approxi­
mately equal to the plate thickness. Within the solid, however, 
the grid was uniform. A grid sensitivity study was performed 
by varying the grid within the fluid, with the results shown in 
Fig. 2. Comparisons were made with grids of 63 X 23 (1449 
total nodes), 73 X 33 (2409), 93 X 53 (4929), and 103 X 63 
(6489) nodes at a modified Rayleigh number, Ra* (defined 
below), of 1.9 X 107. Maximum temperature rise and average 
Nusselt number (also defined below) for each test case were 
compared to the results obtained from the finest grid. The coars­
est grid yielded a temperature rise result 6.4 percent smaller 
and a Nusselt number result 0.22 percent smaller than the finest 
grid. The 83 X 43 grid yielded values 2.1 percent smaller and 
0.7 percent larger, respectively, compared to the finest grid. 
Since this latter grid required approximately seven times less 
computational effort than the 103 X 63 grid, it was chosen as 
a good tradeoff between accuracy and computational time. 

The effect of refining the grid within the solid was also inves­
tigated by doubling the number of grids laterally across the 
plate width. These results are shown in Fig. 3, with no signifi­

cant change in local Nusselt numbers occurring from this re­
finement. Since no significant increase in accuracy was gained, 
the "standard" grid (51 lateral nodes) was utilized. 

Data Reduction 

For each simulation, temperature, and heat flux were recorded 
at each node along the plate width. Using this data, a local heat 
transfer coefficient and Nusselt number were calculated for each 
node as 

and 

K = qx/(Tx - T„) 

No, = hxW/k 

(6) 

(7) 

For the cases where heat transfer occurred simultaneously 
from both plate surfaces, qx in Eq. (6) became qx.up for the 
upper plate surface and ^.down for the lower surface. Simi­
larly, hx became hx„up and hx.iovm in Eq. (7) . Use of the plate 
width, W, as the characteristic length instead of the local 
coordinate, x, was adopted by Sparrow and Carlson (1986) 
allowing the x-dependence of the Nusselt number to exhibit 
the same x-dependence as the local heat transfer coefficient. 
It will be used here to allow straightforward comparison with 
their data. 

Nltav-up 8 6 s R a » s l . 4 e 3 

Nu„v.»1 .4e3<Ra*s9 .1e5 

Nu .vup9 .1e5<R a*s l . 6e8 

Nuav-up Experimental Data 

Nluv-dom 8 6 s R a * s 9 . 1 e 5 

Nu»v-*>m 9.1 e5 < Ra* z 1.6e8 
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Nuav vs Ra* 
for 

Single Sided Convection 
(Opposite Surface Adiabatic) 

Downward Facing Heated Plate 

1 

101 102 103 104 105 
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Fig. 4 Comparison of simulated and experimental Nusselt numbers for 
an upward facing uniformly heated plate and simulated results for a 
downward facing uniformly heated plate (uniform surface heat flux) 
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Fig. 6 Normalized local Nusselt number distribution across the plate 
width for a uniformly heated downward facing plate (uniform surface 
heat flux) 
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Table 1 Average Nusselt number correlation parameters for an upward 
facing heated plate (single sided convection) 

Ra* 
Range 

Nu = 
iluav-up 
Least Sq 

C(Ra*)n 

uares Fit 
Nuav.up = C(Ra*)" 

Forced Slope 
C n C n 

86 to 
1.4xl03 1.060 0.138 1.030 1/7 

1.4xl03 to 
9.1x10' 0.677 0.200 0.677 1/5 

9.1x10'to 
1.6x10" 1.013 0.170 1.076 1/6 

Table 2 Local Nusselt number correlation parameters for an upward 
facing heated plate (single sided convection) 

Ra* Nu..„JNu„„..,„=Crx/(W/2)f 
C n 

86 0.799 -0.203 
342 0.755 -0.247 
1369 0.709 -0.296 

104 to 1.6x10* 0.630 -0.373 

100 

I 
10 

Nu,vvsRa** 
for a Uniformly Heated 

Horizontal Plate 
with Simultaneous Convection 

from Both Surfaces 

1 
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V Nun, 1.4e4<Ra»*s9.1e5 
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A Nuj,, 8 6 s R a " s 9 . U 5 

B Nu4n 9 .1e5<Ra«sl .9e8 

105 
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Fig. 7 Average Nusselt numbers for simultaneous convection from both 
surfaces of a uniformly heated horizontal flat plate 

from both upper and lower plate surfaces, the modified Rayleigh 
number will be redefined as 

Table 3 Average Nusselt number correlation parameters for a down­
ward facing heated plate (single sided convection) 

Ra* 
Range 

^•"av-down 

Least Sq 
= C(Ra*)n 

uares Fit 
Nuav.down=C(Ra*)n 

Forced Slope 
C n C n 

86 to 
9.1x10' 1.060 0.140 1.033 1/7 

9.1x10'to 
1.6x10s 0.786 0.164 0.747 1/6 

Ra** = spq, Pr 
vlk 

(11) 

where q * is the uniform heat generation rate per unit area within 
the plate. For this case, summation of both surface heat fluxes 
at a location x is equal to q*. Equation (10) is actually a special 
case of Eq. (11) since a uniform heat generation rate results in 
a uniform surface heat flux when convection occurs from only 
one plate surface. 

Results and Discussion 

Table 4 Local Nusselt number correlation parameters for a downward 
facing heated plate (single sided convection) 

Ra* Range Nu..^„/Nu„v.,„„„=Crx/(W/2)l" 

c n 
86 to 1.6x10' 0.857 -0.142 

Average heat transfer coefficients and Nusselt numbers were 
then calculated from these local quantities as follows. 

W Jo 
hxdx 

and 

Nu„„ = ha„Wlk 

(8) 

(9) 

The Nusselt number will be parameterized in terms of a 
modified Rayleigh number, since a heat flux or heat generation 
rate was prescribed instead of a surface temperature. Two defi­
nitions of the modified Rayleigh number will be used in present­
ing these results. The first definition is given by: 

R a * = J ^ p r 
v k 

(10) 

and is used where convection occurs from only one surface of 
the plate. The parameter q is a uniform surface heat flux. 

For the simulations where convection occurs simultaneously 

Convection from a Single Plate Surface. The first task 
performed in this study was a comparison of simulation results 
to the experimental data obtained by Sparrow and Carlson 
(1986) for an upward facing uniformly heated horizontal plate. 
Here, the modified Rayleigh number, Ra*, is utilized. Sparrow 
and Carlson's data resulted in the correlation 

Nu„„ = 1.07(Ra*)1/6 for 

2.7 X 106 s Ra* s 2.3 X 107 (12) 

Their results are shown along with the CFD results in Fig. 4. 
Excellent agreement was obtained between simulated and 

1 , 
; 1 
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• ' ' • • 
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l / f^ ' ' ' ' I ' ' ' ' 

Plate 
C/L 

| Reference Vector 

0.060 rn/uo 

Ra»= 1.9x10' 

Fig. 8 Velocity vectors for an upward facing uniformly heated plate (adi-
abatic lower surface) 
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Fig. 9 Velocity vectors for simultaneous convection from both upper 
and lower surfaces of a uniformly heated horizontal plate 

experimental results, with the CFD code giving a least squares 
fit correlation of 

NuOT = 1.013(Ra*)0170 for 

9.1 X 10s s R a * =s 1.6 X 10s (13) 

Forcing a slope of \ to match the experimental data gives 

Nu„„ = 1.076(Ra*)1/6 for 

9.1 X 105 =s Ra* s 1.6 X 108 (14) 

Simulated results are within one percent of the experimental 
data. While limited in range, the CFD code is seen to make 
excellent predictions with available experimental data. Unfortu­
nately, no experimental data exists (to the authors' knowledge) 
for a downward facing isoflux plate to confirm the CFD code's 
ability to correctly simulate this orientation. 

Simulation results for single sided convection were extended 
downward to a modified Rayleigh number of 86 as shown in 
Fig. 4. The Nusselt numbers exhibit interesting behavior below 
a modified Rayleigh number of approximately 106. The slopes 
of the curves change below this value, with the upward facing 
plate increasing from approximately a \ to a j-power dependence 
on the modified Rayleigh number; while the downward facing 
plate decreases from a \ to a 7-power dependence. These curves ' 
intersect at a modified Rayleigh number of about 1400, and 
remain nearly coincident below this value with both curves 
exhibiting a \ power dependence. These results suggest that a 
conduction limit has been reached where upward/downward 
orientation is no longer important. 

Behavior of local Nusselt numbers for upward and downward 
facing plates are shown in Figs. 5 and 6 respectively. Local 

1' 1V1 vi;;i r r i ' i i ' i ' i v r i v i 1 11 ri I 
— : - - - D I M . • t IPUU 

C/L 

' I Reference Vector 
, 0.050 m/Mo 
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Fig. 10 Velocity vectors for a downward facing uniformly heated plate 
(adiabatic upper surface) 
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Fig. 11 Normalized local Nusselt number distribution across the upper 
surface of a uniformly heated horizontal plate with simultaneous convec­
tion from both upper and lower surfaces 

Nusselt numbers have been normalized by their corresponding 
average Nusselt number, giving the ratio Nu^/Nu„„, which is 
plotted against the dimensionless plate coordinate x/(W/2), 
where x is measured from the edge of the plate towards the 
plate centerline. For modified Rayleigh numbers greater than 
approximately 104 on the upward facing plate, Nu.j/Nu0„ is 
nearly independent of Ra*, with Nu^/Nu„„ exhibiting approxi­
mately a minus y-power dependence (—0.373) on x/(W/2). 
This closely agrees with the findings of Sparrow and Carlson 
(1986). For modified Rayleigh numbers less than 104, the nor­
malized local Nusselt number shows dependence on Ra*. At 
Ra* = 86, NUi/Nu^, varies with approximately a minus j-power 
dependence on x/(W/2). For the downward facing plate (Fig. 
7) , NUt/Nu,,,, was independent of Ra*, exhibiting a minus 7-
power dependence (-0.142) with x/(W/2) for all cases simu­
lated. 

Tables 1 - 4 list correlation parameters (coefficients and expo­
nents) for single sided convection. For average Nusselt numbers 
(Tables 1 and 3) both least square fit and forced slope (frac­
tional exponent) parameters are listed. 

Simultaneous Convection from Both Plate Surfaces. Fig­
ure 7 shows average Nusselt numbers versus modified Rayleigh 
numbers, Ra**, for simultaneous convection from both sur­
faces. The average Nusselt number on the lower surface is now 
larger than the corresponding Nusselt number on the upper 
surface, with the ratio of lower to upper Nusselt numbers vary­
ing from approximately 1.45 at a modified Rayleigh number of 

NVNUav vs x/(W/2) 
for the Lower Surface of a 

Horizontal Hate 

1.25- 'V with Simultaneous Convection D Ra»«=86 1.25- 'V from Bom Surfaces O Ra«»=1369 
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Fig. 12 Normalized local Nusselt number distribution across the lower 
surface of a uniformly heated horizontal plate with simultaneous convec­
tion from both upper and lower surfaces 
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Table 5 Average Nusselt number correlation parameters for the upper 
surface of a heated plate with simultaneous convection from both sur­
faces (double sided convection) 

Ra* 
Range 

Nuav.up = C(Ra*)n 

Least Squares Fit 
Nuav.up = C(Ra*)n 

Forced Slope 
C n C n 

86 to 
1.4xl04 0.653 0.143 0.653 1/7 

1.4x10" to 
9.1x10' 0.418 0.189 0.367 1/5 

9.1x10'to 
1.9x10s 0.470 0.181 0.608 1/6 

86 to 1.05 for the largest modified Rayleigh number simulated. 
This large decrease in upper surface Nusselt numbers results 
from the fluid being preheated as it flows along the bottom 
surface increasing its buoyancy which in turn causes a thick­
ening of the upper surface boundary layer. Qualitatively this 
can be seen by comparing Figs. 8 and 9 which show vector plot 
outputs from the CFD software for an upward facing heated 
plate and a heated plate with simultaneous convection respec­
tively. A similar plot for a downward facing heated plate is also 
presented in Fig. 10 to show the flow field for this orientation. 
For the upper surface, Nu„„ decreases by an average of about 
42 percent when convection is allowed to occur from both 
surfaces, while for the lower surface, Nu„„ decreases by an 
average of about 15 percent. 

Normalized local Nusselt numbers for upper and lower sur­
faces are shown in Figs. 11 and 12 respectively. At increasingly 
high values of Ra** where the flow rates become larger, a 
localized decrease in the upper surface Nusselt number along 
with a complementary increase in the lower surface Nusselt 
number becomes increasingly noticeable near the plate center-
line. This occurs due to a thickening of the boundary layer on 
the upper surface where the inward flows collide forming the 
plume along with a thinning of the lower surface boundary layer 
where the outward flows divide. For the upper surface, the 
normalized Nusselt numbers are relatively independent of Ra* * 
values greater than approximately 104. Above this value of 
Ra**, Nux/Nuol, varies with approximately a minus j-power 
dependence (—0.312) on x/(W/2). For modified Rayleigh num­
bers below 104, the local Nusselt number again shows depen­
dency on Ra**. For the lower surface, local Nusselt numbers 
show a decreased x dependence compared to the data for the 
downward facing heated plate. Ignoring the rise in the Nusselt 
number at the plate's center at large modified Rayleigh numbers, 
Nux/Nu„„ can be reasonably well characterized by a single curve 
for all values of Ra** with a minus 5-power dependence 
(-0.110) on x/(W/2). 

Tables 5 through 8 list correlation parameters for simultane­
ous convection from both surfaces. 

Temperature Distribution Across The Plate Surface. Fig­
ure 13 shows temperature rise across the plate width for both 
single and double sided convection at a modified Rayleigh num-

Table 6 Local Nusselt number correlation parameters for the upper 
surface of a heated plate with simultaneous convection from both sur­
faces (double sided convection) 

Ra* NuY.lln/Nunu.,m = C[x/(W/2)]" 
C n 

86 0.891 -0.110 
342 0.850 -0.152 
1369 0.782 -0.199 
5475 0.753 -0.252 

10" to 1.9x10' 0.690 -0.312 

Journal of Heat Transfer 

Table 7 Average Nusselt number correlation parameters for the lower 
surface of a heated plate with simultaneous convection from both sur­
faces (double sided convection) 

Ra* 
Range 

Nuav.down = C(Ra*)n 

Least Squares Fit 
Nuav.d0W„ = C(Ra*)n 

Forced Slope 
C n C n 

86 to 
9.1x10' 0.979 0.137 0.922 1/7 

9.1x10s to 
1.9x10" 0.654 0.166 0.654 1/6 

ber of 1.9 X 107. Here, AT follows approximately a 5 power 
law with x/(W/2) for the upward facing heated plate, a 7 power 
law for the downward facing heated plate, and a 5 power law 
for both sides convecting. These slopes hold for Ra* > ~10 3 

for the upward facing heated plate, all Ra* for the downward 
facing heated plate, and Ra* * > ~ 105 for double sided convec­
tion, with the slopes decreasing below these values. 

Extending the Results—Additional Work. These results 
are of limited value since they were derived for two-dimensional 
models. It may be possible to extend these results by reformulat­
ing them using a characteristic length, Lc, applicable to three-
dimensional geometry. A likely choice would be the ratio of 
plate area to perimeter suggested by Lloyd and Moran (1974). 
For an infinitely long plate this definition yields W/2 (in lieu 
of W used in this paper). Assuming the correlation slope (expo­
nent), n, is unaffected by the transformation, the correlation 
coefficient, C, for average Nusselt numbers is transformed from 
W to W/2 by the following equation. 

Cu = WI2=A/P — 2 - Cu=w (15) 

Equation 15 is specific for the transformation from W to W/2 
and does not represent a generalized equation. Also, remember 
that both Rayleigh and Nusselt numbers are affected by the 
change in characteristic length. The authors would caution 
against applying the local correlations to three-dimensional 
problems since the local flow conditions will have added com­
plexities. 

Perhaps the real importance of this present work is not in the 
presentation of these limited two-dimensional correlations, but 
instead is in showing that the current practice of simultaneously 
applying upward facing and downward facing single sided cor­
relations is incorrect, and that additional (three-dimensional) 
double sided convection correlations need to be developed. The 
authors would also like to encourage the academic community 
to undertake the difficult task of verifying such results experi­
mentally. 

Conclusions 

Numerical simulations of natural convection heat transfer 
simultaneously occurring from both upper and lower surfaces 
of a uniformly heated horizontal plate were conducted. Results 
were obtained for local and average Nusselt numbers over a 
range of modified Rayleigh numbers of 86 to 1.9 X 108. Plate 
width and heat generation rate were varied in these simulations. 

Table 8 Local Nusselt number correlation parameters for the lower sur­
face of a heated plate with simultaneous convection from both surfaces 
(double sided convection) 

Ra* Range Nu..H_/Nuav.H =Crx/(W/2)f 

c n 
86 to 1.9x10" 0.877 -0.110 
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Fig. 13 Temperature rise distribution across the plate surface for both 
single and double sided convection 

Results were also obtained for a uniformly heated upward facing 
horizontal plate primarily as a means of calibrating the software 
to experimental data, and secondarily to extend the results to 
lower modified Rayleigh numbers. A third set of results was 
gathered on a uniformly heated downward facing plate for com­
parative purposes with the above results. 

This work shows, perhaps for the first time, that strong cou­
pling effects exist between upper and lower surfaces of thin 
horizontally oriented plates experiencing concurrent heat trans­
fer from both surfaces. Simultaneous convection from both plate 

surfaces had a major effect on upper surface Nusselt numbers 
compared to convection from only the heated upper surface. 

Nua,,_Up decreased by an average of 42 percent for convection 
from both surfaces compared to convection occurring from only 
the heated upper surface. Nua„.dow„ was also depressed by an 
average of 15 percent on the lower surface for simultaneous 
convection compared to convection from just the heated lower 
surface. 

The local Nusselt number, Nu*, was observed to decrease by 
power law variations from the edge to the center of the plate. 
For the upper surface, Nuj/Nua„ decreased by approximately xl 
(W/2) to the minus j-power for modified Rayleigh numbers, 
Ra* *, greater than 104. For smaller values of Ra* *, the power 
dependence decreased with decreasing modified Rayleigh num­
ber. For the lower surface, Nu^/Nu^, decreased by approxi­
mately x/(W/2) to the minus 5-power for all modified Rayleigh 
numbers simulated. 
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Performance of Plate Finned 
Tube Heat Exchangers Under 
Dehumidifying Conditions 
Systematic studies ofcontinuous fin-and-tube tube heat exchangers under dehumidify­
ing conditions are reported in the present study. The heat exchangers consist of nine 
fin-and-tube heat exchangers having plane fins. The effects of fin spacing, the number 
of tube row, and inlet conditions are investigated. Data are presented in terms of] 
factors and friction factors f. It is found that the inconsistencies in the open literature 
may be associated with the wet fin efficiency. A correlation is proposed for the present 
plate fin configuration; this correlation can describe 92 percent of), and 91 percent 
of the f data within ±10 percent. 

Introduction 

In the evaporators of air-conditioning equipment, which typi­
cally use aluminum fins, the surface temperature of the fins is 
generally below the dew point temperature. As a result, moisture 
is condensed on the fins. Since the water condensate has a high 
contact angle on the aluminum fins, the water may adhere as 
droplets causing bridging between the fins, and increasing air 
pressure drop. In general, the complexity of the air flow pattern 
across the dehumidifying coils makes the theoretical simulations 
very difficult. Accordingly, it is necessary to resort to experi­
mentation. 

Many experimental studies have been carried out to study 
the heat and mass transfer characteristics of the dehumidifying 
heat exchangers. For instance, McQuiston (1978a, 1978b) pre­
sents experimental data for five plate fin-and-tube heat ex­
changers, and presents a well-known heat transfer and friction 
correlation for both dry and wet surfaces. Mirth and Ramadhy-
ani (1993, 1994) investigated the heat and mass characteristics 
of wavy fin heat exchangers. Their results showed that the Nus-
selt numbers were very sensitive to change of inlet dew point 
temperatures, and the Nusselt number decreases with an in­
crease of dew point temperatures. Similar results were reported 
by Fu et al. (1995) in dehumidifying heat exchangers having 
a louver fin configuration. They reported a pronounced decrease 
of the wet sensible heat transfer coefficients with increases of 
inlet relative humidity. On the contrary, the experimental data 
of Seshimo et al. (1988) indicated that the Nusselt number was 
relatively independent of inlet conditions. 

Even though many efforts have been devoted to the study of 
the wet-coils, the available literature on the dehumidifying heat 
exchangers still offers limited information to assist the designer 
in sizing and rating a fin-and-tube heat exchanger. It appears 
that the design process for such coils is based on proprietary 
heat transfer and pressure drop for a specified coil configuration. 
In addition, systematic investigations of the effect of fin spacing, 
the number of tube row, and the inlet conditions of the heat 
transfer characteristics under dehumidification are rare. There­
fore, the objective of the present study is to provide systematic 
experimental information on the air-side performance of fin-
and-tube heat exchangers under dehumidifying conditions. The 
effects of inlet conditions, fin spacing, and the number of tube 
rows on the heat transfer characteristics are examined in this 
study. The experimental data are obtained using the plain fin-

and-tube heat exchangers described in Table 1. The test fin-
and-tube heat exchangers are tension wrapped, having a " L " 
type fin collar. The test conditions of the inlet air are as follows: 

Dry-bulb temperatures of the air: 
Inlet relative humidity for the 

incoming air: 
Inlet air velocity: 
Inlet water temperature: 
Water velocity inside the tube: 

27 ± 0.5°C 

50 and 90% 
From 0.3 to 4.5 m/s 
7 ± 0.5°C 
1.5-1.7 m/s 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 16, 
1996; revision received October 30, 1996; Keywords: Augmentation & Enhance­
ment, Finned Surfaces, Heat Exchangers. Associate Technical Editor: T. Rabas. 

The test conditions approximate those encountered with typical 
fan-coils and evaporators of air-conditioning applications. 

Experimental Apparatus 
The schematic diagram of the experimental air circuit assem­

bly is shown in Fig. 1. It consists of a closed-loop wind tunnel 
in which air is circulated by a variable speed centrifugal fan 
(7.46 kW, 10 HP). The air duct is made of galvanized sheet 
steel and has an 850 mm X 550 mm cross-section. The dry-
bulb and wet-bulb temperatures of the inlet air are controlled 
by an air-ventilator that can provide a cooling capacity up to 
21.12 kW (6RT). The air flow-rate measurement station is an 
outlet chamber set up with multiple nozzles. This setup is based 
on the ASHRAE 41.2 standard (1987). A differential pressure 
transducer is used to measure the pressure difference across the 
nozzles. The air temperatures at the inlet and exit zones across 
the sample heat exchangers are measured by two psychometric 
boxes based on the ASHRAE 41.1 standard (1986). 

The working medium on the tube side is cold water. A ther­
mostatically controlled reservoir provides the cold water at se­
lected temperatures. The temperature differences on the water 
side are measured by two precalibrated RTDs. The water volu­
metric flow rate is measured by a magnetic flow meter with a 
±0.001 L/s precision. All the temperature measuring probes 
are resistance temperature devices (PtlOO), with a calibrated 
accuracy of ±0.05°C. In the experiments, only the data that 
satisfy the ASHRAE 33-78 (1978) requirements, (namely, the 
energy balance condition, \QW - <2avg|/<2av8, is less than 0.05, 
where Qw is the water-side heat transfer rate and gavg is the 
mathematical average heat transfer rate for Qw and air-side heat 
transfer rate Qa), are considered in the final analysis. Uncertain­
ties reported in the present investigation, following the single-
sample analysis proposed by Moffat (1989), are tabulated in 
Table 2. 

Analysis 
Basically, the present reduction method is the Threlkeld 

(1970) method. Details of the reduction process can be de-
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MANOMETER -

Fig. 1 Schematic of experimental setup 

scribed as follows: the total heat transfer rate used in the calcula­
tion is the mathematical average of Qa and QWi namely, 

S2,a "*aV.*a,in ' a , out/ 

t i w Ww Ispw V •* tv.out •* w,in / 

fiavg = (Qa + G w ) / 2 

(1) 

(2) 

(3) 

The overall heat transfer coefficient, U„,w, is based on the en­
thalpy potential and is given as follows: 

Gave = U0,wA0FAim (4) 

where A/m is the mean enthalpy difference for counter flow 

coil, according to Bump (1963) and Myers (1967), and is 
defined as 

AL \'rt,in ^a.out/ 

In 'a,in 'r.out/ 

' f l ,C 

I, *>a ,in ' a ,out 7 V, '«, in ' r .ou t ) 

(4,i 'r.outj \'«,out 'r,in7 
(5) 

F is the correction factor accounting for the present cross-flow 
unmixed/unmixed configuration. The overall heat transfer coef­
ficient is related to the individual heat transfer resistance (My­
ers, 1967) as follows: 

1 UrA-o bpXpAQ 

u„,w " i "y? , i KpA.pjtn . / A.Pt0 

\b'w,pA0 

"•ff)f.vie. 

b'A„ 

(6) 

where 

r yv 

(7) 

h' h k„ 

and yw in Eq. (7) is the thickness of the water film. A constant 
of 0.005'inch was proposed by Myers (1967). In practice, (yj 
kw) accounts for only 0.5 ~ 5 percent compared to 
(Cpjalb'njnhcj,,), and has often been neglected by previous inves­
tigators. As a result, this term is not included in the final analy-

Nomenclature 

" m m 

"•pi ~ 
A = 

p ,f>l 

Ap,o = 

b' = 

K 

b' = 

b' = 
"W.I} 

C = 
r = 
*^p,a 

c = 
Piw 

Dc = 

D,= 
f = 
fi = 
F = 

FP = 
C1 = 
^ m a x 

K,„ = 

hi = 

minimum free flow area 
total surface area 
inside surface area of tubes 
mean heat transfer area of tubes 
outer surface area of tubes 
slope of a straight line between 
the outside and inside tube wall 
temperatures 
slope of the air saturation curved 
at the mean coolant temperature 
slope of the air saturation curve 
at the mean water film tempera­
ture of the external surface 
slope of the air saturation curve 
at the mean water film tempera­
ture of the primary surface 
parameter 
moist air specific heat at constant 
pressure 
water specific heat at constant 
pressure 
tube outside diameter, include 
collar 
tube inside diameter 
friction factor 
in-tube friction factors of water 
correction factor 
fin pitch 
maximum mass velocity based on 
minimum flow area 
sensible heat transfer coefficient 
for wet coils 
inside heat transfer coefficient 

h0tW - total heat transfer coefficient for jN = 
wet external fin 

/o = modified Bessel function solu- K0 = 
tion of the first kind, order 0 

1\ = modified Bessel function solu­
tion of the first kind, order 1 AT, = 

i = air enthalpy 
/a,i„ = inlet air enthalpy 

'a,out = outlet air enthalpy Kc = 
ifs = latent heat of water vapor 

;',.,„, = saturated air enthalpy at the Ke = 
mean refrigerant temperature 

irM = saturated air enthalpy at the inlet kf = 
of refrigerant temperature kp = 

'V,out = saturated air enthalpy at the out- kw = 
let of refrigerant temperature / = 

isjm = saturated air enthalpy at the fin m = 
mean temperature ma = 

i„jb = saturated air enthalpy at the fin m„ = 
base temperature N = 

ii.p.i.m — saturated air enthalpy at the P = 
mean inside tube wall tempera- AP = 
ture P, = 

is,P,o,m = saturated air enthalpy at the Pr = 
mean outside tube wall tempera- P, = 
ture gavg = 

h,w,m = saturated air enthalpy at the 
mean water film temperature of 
the external surface Qa = 

Ai = mean enthalpy difference Qw = 
j = the Colburn factor r, = 
7'4 = the Colburn factor for four-row 

coil r„ = 

the Colburn factor for a coil 
does not have four row 
modified Bessel function so­
lution of the second kind, or­
der 0 
modified Bessel function so­
lution of the second kind, or­
der 1 
abrupt contraction pressure-
loss coefficient 
abrupt expansion pressure-
loss coefficient 
thermal conductivity of fin 
thermal conductivity of tube 
thermal conductivity of water 
fin length 
parameter 
air mass flow rate 
water mass flow rate 
the number of tube row 
circumference of the fin 
pressure drop 
longitudinal tube pitch 
Prandtl number 
transverse tube pitch 
mathematical average heat 
transfer rate for Qw and air 
side heat transfer rate Qa 

air side heat transfer rate 
water side heat transfer rate 
distance from the center of 
the tube to the fin base 
distance from the center of 
the tube to the fin tip 
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Table 1 Geometric dimensions of the sample plate fin-and-tube heat 
exchangers 

Table 2 Summary of estimated uncertainties 

No. Fin Thickness (mm) Fp(mm) Dc(mm) Pfmm) Pftnm) Row No 
1 0.13 1.82 10.23 25.4 22 2 
2 0.13 2.24 10.23 25.4 22 2 
3 0.13 3.20 10.23 25.4 22 2 
4 0.13 2.03 10.23 25.4 22 4 
5 0.13 2.23 10.23 25.4 22 4 
6 0.13 3.00 10.23 25.4 22 4 
7 0.13 1.85 10.23 25.4 22 6 
8 0.13 2.21 10.23 25.4 22 6 
9 0.13 3.16 10.23 25.4 22 6 

Note: Tube wall thickness after expansion: 0.336 mm. 
The test samples are all staggered layout. 
Contact resistance provided by the manufacturer is always less than 3% of the 
total resistance throughout the test range, and is neglected in the reduction. 

sis. The tube-side heat transfer coefficient, ht, is evaluated with 
the Gnielinski correlation (Gnielinski, 1976) where 

k 
( / , / 2 ) ( R e „ - 1000) Pr *, 

1.07 + 12.7 V/;/2(Pr2 /3 - 1) A 

and the friction factor, fi, is obtained with 

1 
// (1.58 1nRe0. - 3.28)2 

(8) 

(9) 

The Reynolds number used in Eq. (8) is based on the inside 
diameter of the tube and Re, = pVD,lfi. In all cases, the water 
side resistance is less than ten percent of the overall resistance. 

In Eq. (7) there are four quantities (b'wjn, b'WiP, b'p, and b'r) 
involving enthalpy-temperature ratios that must be evaluated. 
The quantities of b'p and b'r can be calculated as 

bl 
'r,w 

- T 
* r,m 

, , _ 's,p,n,m 
Up 

T - T 

(10) 

(11) 

The values of b'„iP and b'wjn are the slope of saturated enthalpy 
curve evaluated at the outer mean water film temperature at the 
base surface and at the fin surface. Without loss of generality, 
b'wp can be approximated by the slope of saturated enthalpy 
curve evaluated at the base surface temperature. Unfortunately, 
there is no explicit way to evaluate b'wm and it must be deter­
mined by trial and error procedures. The evaluation procedure 
is as follows: 

1 Assume a value of Twm, and determine its corresponding 
value of b'wjn. 

2 Obtain the overall heat transfer coefficient, how, from Eq. 
(6). 

3 Calculate the (',„,,„, using the following equation: 

Primary Measurements Derived Quantitie 

Parameter Uncertainty Parameter Uncertainty 

Re^-400 
Uncertainty 

RearSOOO 

"air 0.3-1% Re* ±1.0% ±0.57% 

mw 0.5% Re* ±0.73% ±0.73% 
AP 0.5% / ±15.7% ±2.2% 

Tw 0.05°C Q. ±3.95% ±1.22% 

Ta 0.1 °C Q. ±5.5% ±2.4% 
T 0.1 °C J ±11.4% ±5.9% 

h' h 
uw,m"'C,o 

X ( 1 - U0,WA0 
b'r xpb'p 

T 
" i 'v , ! kpAptl, 

U - irjn)- (12) 

4 Determine TWJ„ at i , M , If it is not equal to the assumed 
value, assume a new value and repeat the procedure. 

Determination of Wet Fin Efficiency rjwet 

The determination of wet fin efficiency is quite ambiguous 
based on information presented from previous publications. 
McQuiston (1975) developed an approximation for wet fin ef­
ficiency for the case of a plane fin (Fig. 2(a) ) . McQuiston and 
Parker (1994) extended the analysis to circular fins (Fig. 2(b)) 
using the approximation proposed by Schmidt (1949). The fin 
efficiency is given as 

Vf' 
tan/i Mmrfi 

Mmrfi 

where 

M2 = 
K,0P 

kA 
1 + 

Cifg 

^ - 1 1 + 0.35 In r„ 

and the constant C in Eq. (14) is given by 

c W„- Wwall 

(13) 

(14) 

(15) 

(16) 

Following the approximation (Eq. 16) proposed by McQuis­
ton (1975), Hong and Webb (1996) derived the analytical for­
mulation of wet surface for circular fins as (Fig. 2(b)) 

Nomenc la tu re (cont . ) 

ReD, = Reynolds number based on inside 
diameter 

ReDc = Reynolds number based on Dc 

RT = refrigeration tons 
S = number of sectors 
T = temperature 

Tw ,„ = mean temperature of the water 
film 

y.̂ .in = water temperature of at the tube 
inlet 

Tw,ou< = water temperature of at the tube 
outlet 

TPJ 

p,o,m 

T 

W : 
Xp • 

y» • 

e 
6 

• mean temperature of the inner 
tube wall 

: mean temperature of the outer 
tube wall 
mean temperature of refrigerant 
coolant 

• overall heat transfer coefficient 
humidity ratio 
thickness of tube wall 
thickness of condensate water 
film 

: fining factor 
fin thickness 

ĉircular = fin efficiency of a dry circular 
fin 

ĉircular wet = fin efficiency of a wet circular 
fin 

T)f = fin efficiency 
»7/,wet = wet fin efficiency 

i)i = fin efficiency of a sector 
fj, = dynamic viscosity of water 
(f> = relative humidity 
pi = mass density of inlet air 
p0 = mass density of outlet air 
pm = mean mass density of air 
a = contraction ratio 

Journal of Heat Transfer FEBRUARY 1997, Vol. 1 1 9 / 1 1 1 

Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



CD 

qqqqqqqcDCDa: 
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cc 
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(a) Straight fin (b) Circular fin 

Fig. 2 Type of fin configuration 

(c) Continuous plate fin 

'/circular 
2n 

Mm(r2
0 - r?) 

Kx(Mmri)U(Mmr0) - K.jM^hJM^) 

_Kx(Mmro)I0(Mmri) + ^0(M„/,)/i(Mmro) 
(17) 

where 

Mm = 
2hCi„ 

kf6 
1 + 

lfs 

CP,a 
C = m 1 + 

C„. 
(18) 

and 

(19) 

In their calculations, Hong and Webb (1996) concluded that 
the empirical approximation of Schmidt (1949) for a circular 
fin might give errors over ten percent. 

The present study adopts the basic formulation proposed by 
Threlkeld (1970). However, the original formulation of the wet 
fin efficiency by Threlkeld (1970) was for straight fin configu­
ration (Fig. 2(a) ) . For a circular fin (Fig. 2(b)), we have 
derived its corresponding wet fin efficiency formula 

^?circular,wet 
2r, 

MT(r2
0 - r?) 

K,(MTri)h(MTr0) - Kx(MTr0)h(MTr,) 
(20) 

where 

MT = 
Ih 

Note that the wet fin efficiency is defined as 

%» 
'•sfm 

lsfb 

(21) 

(22) 

where is/m is the saturated air enthalpy at the fin mean tempera­
ture and isjb is saturated air enthalpy at the fin base temperature. 
The use of the enthalpy potential equation, Eq. (4) , greatly 
simplifies the fin efficiency calculation as illustrated by Kandli-
kar (1990). The test heat exchangers are of Fig. 2(c) configu­
ration. The evaluation of fin efficiency for the present geometry 
is calculated by the equivalent circular area and the sector 

method as depicted in Fig. 3. The sector method is depicted by 
Shah (1988), and is given by 

^/.wet 

2 r),Ai 

2 A; 

(23) 

where the fin efficiency for each small sector is obtained from 
the angular fin with constant fin thickness. In the scope of the 
study, we found that the difference between the sector method 
and equivalent circular area method is less than two percent. 
This result is analogous to the findings of Hong and Webb 
(1996). Due to the calculation difficulties associated with the 
sector method in engineering application, the equivalent circular 
area method is adopted in the final reduction. 

With Eqs. (6, 7, 10, 11, 12, and 20), an iterative procedure 
is needed to obtain the air-side heat transfer coefficient, hcfi, 
and the fin efficiency r/y,wet. The heat transfer characteristics of 

(a) Sector Method (b) Equivalent Circular Area Method 

Fig. 3 Approximation method for treating a plate fin of uniform thick­
ness in terms of (a) sector method, and (o) equivalent circular area 
method 
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the heat exchanger is presented by the following nondimen-
sional group: 

j = 
hc,o Pr2 (24) 

The friction factor of the heat exchanger is evaluated from the 
pressure drop equation proposed by Kays and London (1984) 
as 

r ^roin Pm 

A„ O: 

2PiAP 
(Kc + 1 - a 2 ) 

2 ( ^ - 1 
Po 

+ (1 
Po. 

(25) 

where entrance and exit losses of the core were included. The 
entrance and exit loss coefficients, Kc and Ke, are adapted from 
Figs. 14-26 from McQuiston and Parker (1994). 

Results and Discussions 
The heat transfer and friction characteristics for the tested 

heat exchangers for relative humidity (j> = 50 percent and cj> = 
90 percent are shown in Fig. 4. As expected, the friction factors 
and the sensible; factors decrease with an increase of the Reyn­
olds number. 

Figure 5 shows the effect of relative humidity on the sensible 
j factors and friction factors for Sample #4. The test results 
under completely dry conditions are also seen in the figure. As 
shown in the figure, the experimental data indicate a significant 
increase of friction factors under dehumidifying conditions. In 
fact, the friction factors are approximately 60-120 percent 
higher than those of a dry surface. In addition, the friction 
factors are insensitive to the change of relative humidity. 

Apparently, the sensible heat transfer j -factor shown in Fig. 
5 during dehumidifying is lower than that for a dry surface for 
a Reynolds number less than 2000. When the Reynolds number 

was larger than 2000, the wet surface sensible heat transfer j 
factor is nearly the same, or slightly higher, than that for com­
pletely dry conditions. For a fin-and-tube heat exchanger having 
continuous plain fins, an enhancement of sensible heat transfer 
coefficient was reported by Myers (1967), Elmahdy (1975), 
and Eckels and Rabas (1987). Their results showed that the 
sensible wet surface heat transfer coefficients were considerably 
higher than those of the completely dry surface. Eckels and 
Rabas (1987) suggested that the augmentation was due to the 
suction velocity effect during dehumidifying. Kandlikar (1990) 
reexamined the effect of the suction velocity based on a detailed 
mathematical analysis, and concluded that the augmentation due 
to suction velocity is relatively small (less than one percent). 
Despite the fact that most of the data from Eckels and Rabas 
(1987) indicated an enhancement of wet sensible heat transfer 
coefficient, some of their experimental data showed a trend 
similar to the present test data (their sample #B had a similar 
fin geometry as the present sample #5). A close examination 
of the test data for the sensible heat transfer coefficient, hco, 
and pressure drop, AP, between these two samples are within 
±20 percent. 

There are no general agreements about the enhancement of 
sensible heat transfer coefficients during dehumidification for 
plain fins. McQuiston (1978a, 1978b) found that the sensible 
heat transfer coefficients were higher when the fin density was 
less than ten fins per inch, and that they decreased with more 
than ten fins per inch. The experimental data of Bryan (1961, 
1962) seemed to agree favorably with these results. He reported 
an increase of sensible heat transfer coefficient for bare-tube 
heat exchangers, and a decrease of sensible heat transfer coeffi­
cient for finned-tube heat exchangers. Nevertheless, the wet 
sensible heat transfer coefficients for wavy fin geometry re­
ported by Mirth and Ramadhyani (1993) were 17-50 percent 
lower than the dry-surface values. 

The present test results are similar to the experimental data 
reported by Jacobi and Goldschmidt (1990). They found that 
the enhancement of sensible heat transfer coefficient to be de­
pendent upon the Reynolds number. A degradation was ob-
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10 10 10 
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Fig. 5 Effect of inlet relative humidity on the heat transfer and friction 
characteristics 
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served at low Reynolds numbers, and an enhancement was seen 
at a higher Reynolds number range. Jacobi and Goldschmidt 
(1990) attributed their findings to the condensate retention. At 
lower Reynolds numbers, condensate retention occurs with a 
deleterious effect of heat transfer; at higher Reynolds numbers, 
vapor shear removes the condensate and leads to enhanced heat 
transfer due to the surface roughness. This explanation was 
recently supported by the work of Uv and Sonju (1992). 

The results of analysis, using the methods of McQuiston and 
Parker (1994) and Hong and Webb (1996), are also shown in 
Fig. 5. As shown in the figure, the effect of relative humidity 
on the sensible j -factor is negligible by the present method 
(Threlkeld, 1970). On the contrary, the sensible j -factors are 
strongly related to the inlet relative humidity when using the 
fin efficiencies proposed by McQuiston and Parker (1994) and 
Hong and Webb (1996) approaches. The effect of relative hu­
midity on wet fin efficiency for a circular fin with constant 
thickness is shown in Fig. 6. As seen, the wet fin efficiency 
calculated by the method of McQuiston and Parker (1994) and 
Hong and Webb (1996) shows a significant influence of the 
relative humidity, while the calculation results of wet fin effi­
ciency for Threlkeld (1970) is only slightly affected by the air 
relative humidity. There are also controversies about the effect 
of the inlet air conditions on the wet fin efficiency. Elmahdy 
and Biggs (1983) derived the wet fin efficiency for circular fins 
under dehumidifying operation. Their numerical results indi­
cated a pronounced effect of relative humidity on the wet fin 
efficiency. The conclusion that the wet fin efficiency is strongly 
related to the wet bulb temperature is also obtained using the 
approach of McQuiston (1975) and Hong and Webb (1996). 
Converse to the results, Kandlikar (1990) reexamined the dif­
ferential equation for the temperature distribution derived by 
Elmahdy and Biggs (1983). He had provided a complete mathe­
matical proof showing that the wet fin efficiency derived from 
the differential equations is independent of the relative humid­
ity, and claimed an erroneous numerical solution of Elmahdy 
and Biggs (1983). Wu and Bong (1994) had carried out an 
analysis on the overall fin efficiency of a straight fin (Fig. 2(a) 
using a linear approximation between the humidity ratio and 
surface temperature. Their calculations showed that the wet fin 
efficiency is relatively independent of the relative humidity (less 
than two percent for a fin parameter, ml, up to 1.2). They had 
also evaluated several variants from McQuiston (1975) and 
Threlkeld (1970). Wu and Bong (1994) found that their results 
were in excellent agreement with those of Threlkeld (1970). 
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Fig. 6 Fin efficiency of a circular fin as a function of inlet air relative 
humidity 
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Fig. 7 Effect of fin pitch on heat transfer and friction characteristics 

However, the calculation of the fin efficiency proposed by 
McQuiston (1975) showed a pronounced dependence of rela­
tive humidity. Wu and Bong (1994) argued that the basic for­
mulation of McQuiston (Eq. 16) is not physically appropriate. 
This is because whatever value of C is chosen (a given constant) 
for a fixed incoming air condition, the assumption only allows 
one possible value for the surface temperature. However, the 
surface temperature should relate to the saturated humidity and 
varies along the fin. Therefore, the approximation suggested by 
McQuiston (1975) may fix a constant temperature for the whole 
fin but this is not the physical problem in practice. This may 
explain why the test results of Mirth and Ramadhyani (1993) 
and Fu et al. (1995) are strongly related to the inlet air condi­
tion; they all used the fin efficiency equations proposed by 
McQuiston (1975). Kandlikar (1990) also reviewed different 
approaches to the calculation of wet fin efficiency. He recom­
mended the use of the method proposed by Threlkeld (1970). 
In summary, the approach of Threlkeld (1970) may be more 
appropriate. 

For heat exchangers under completely dry operation, Rich 
(1973) concluded that the heat transfer coefficients were essen­
tially independent of fin spacing for continuous plain fin geome­
try. The experimental data of Wang et al. (1996a) also supports 
this result. This phenomenon is also seen in other fin patterns. 
Wang et al. (1996b), Chang et al. (1995), and Wang et al. 
(1996c) report similar results for wavy fin, louver fin, and 
convex-louver fin geometry, respectively. For heat exchangers 
under dehumidification, Fig. 7 shows that the effect of fin spac­
ing on the heat transfer and friction factors is also very small. 
Note that the friction factors for dry surface show a cross-over 
phenomenon as fin spacing changes. This does not occur for 
the wet surface. 

Figure 8 illustrates the effect of the number of tube rows on 
the heat transfer and friction characteristics. The number of tube 
rows are 2, 4, and 6, respectively. The fin spacing is approxi­
mately 1.57 mm. As can be seen, the Colburn j -factors decrease 
with an increase of the number of tube rows. This phenomenon 
is especially pronounced in the low Reynolds number region. 
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Fig. 8 Effect of the number of tube row on the heat transfer and friction 
characteristics 

Explanation of this phenomenon is two-fold. Namely, the con­
densate retention, and the deterioration of the downstream tur­
bulence by the vortices formed behind the tube row. A close 
examination of the dry and wet data reveals that the decreases of 
sensible j -factors under dehumidification are not so significant 
compared to dry surface. In fact, a maximum (level off) phe­
nomenon is seen for the dry surface for the high fin densities 
of a six row coil. This phenomenon had been explained by 
Wang et al. (1996a). With the experimental evidence of Chen 
and Ren (1988), they explained that this phenomenon may be 
due to the downstream turbulence tending to diminish; and 
expected the vortices behind the tube to form as the Reynolds 
number decreases. Eventually, the number of tube rows cause 
a significant reduction to the heat transfer characteristics during 
dry conditions. However, the sensible j -factors under dehumidi­
fication do not show this kind of maximum behavior and are 
higher than those of the dry surface. An explanation of this 
result is that the condensate drainage may disturb or even break 
up the vortices causing higher sensible heat transfer coefficients. 
Figure 8 also indicates that the friction factors are independent 
of the number of tube rows. Again, this phenomenon is very 
similar to other plain fin-and-tube heat exchangers under dry 
conditions as shown by Rich (1975) and Wang et al. (1996a), 
louver fin geometry for Chang et al. (1995), wavy fin configu­
ration of Wang et al. (1996b), and convex-louver fin geometry 
of Wangetal . (1996c). 

Figure 9 compares the present experimental data with the 
correlation proposed by McQuiston (1978b). Although, 
McQuiston (1978a) claimed applicability of the correlation to 
the configuration of the present heat exchangers. However, as 
seen in the figure, both the sensible j-factors and friction factors 
were considerably underpredicted by the McQuiston correlation 
(1978a). Note that the original experimental heat exchangers 
for McQuiston (1978b) were all four row coils. The major 
discrepancy between the present data and the McQuiston 
(1978a) data may be summarized as: (1) the difference in fin 
efficiency calculation; (2) the original test data for McQuiston 

(1978b) were all four-row configuration which could not take 
into account the effect of tube row accurately; and (3) the 
uncertainty of the McQuiston correlation reported to be ±35 
percent. Inconsistency exists between the present reduced data 
and the McQuiston correlation (1978b). Therefore, we re-re­
duced the original raw data tabulated in the McQuiston paper 
(1978a) using the Threlkeld method (1970). The original heat 
exchangers of McQuiston (1978a) were all four-row coil with 
4, 8, 10, 12, and 14 fins per inch. Figure 10 shows the reduced 
results for an almost identical heat exchanger (the present sam­
ple #5 and the sample having 12 fins per inch, which has the 
same number of tube rows, tube diameter, longitudinal pitch, 
transverse pitch, and a very close of fin pitch). As expected, 
the reduced results of the ; or/-factors of McQuiston (1978b) 
fall along the same line regardless of the inlet air conditions. 
The original reduced data of McQuiston (1978£>) showed scat­
tering for different inlet conditions. McQuiston (1978b) had 
clarified the difference of the test data to be dropwise and film-
wise condensation. He (1978a) had proposed two different 
equations set for these two conditions. Basically, it is hard to 
tell the difference between these two modes during the experi­
ments. It would be more appropriate to identify the coils as ' 'all 
wet", "all dry", and "partially wet" as suggested by ARI-410 
(1991). Therefore, with the present fin efficiency definition, the 
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Fig. 9 Comparison of the experimental data and the McQuiston correla­
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sensible heat transfer j -factors would be independent of inlet 
conditions. This suggested that a better correlation may be 
achieved. The wet sensible heat transfer coefficients for 
McQuiston were about 10-20 percent less than the present 
results. The experimental friction factors for McQuiston are 
considerably higher than the present data for Re < 2000. It is 
not clear about the difference between these test results. 

It is obvious from the curves shown in Fig. 4 that no single 
curve can be expected to describe the complex behaviors for 
both,/' and/-factors. As a result, using a multiple linear regres­
sion technique in a practical range of experimental data (300 
< Re0c < 5500), the appropriate correlation form of j and / 
for the present data are 
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As shown in Fig. 11, Eq. (26) can describe 92 percent of 
the j -factors within 10 percent and Eq. (27) can correlate 91 
percent of the friction factors within 10 percent. 

Conclusions 

On the basis of previous discussions, the following conclu­
sions are made: 

• The sensible j -factors under dehumidifying conditions are 
not dependent on the inlet air conditions. 
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Fig. 11 Comparison of the experimental data and the present correla­
tions: (a) f; and (b)j 

• The friction factor is very sensitive to surface conditions. 
For fully wet surface conditions, the friction factors do not 
change with the inlet air conditions and is also insensitive 
to the fin spacing and the number of tube row. 

• The friction factors of wet-coils are found to be much greater 
than those of dry-coils, and a degradation of sensible heat 
transfer coefficients under dehumidification was observed at 
low Reynolds number; a small enhancement was seen at 
higher Reynolds number. However, this phenomenon be­
comes less intense as the number of tube row increases. 

• A correlation is proposed for the present plate fin configura­
tion; this correlation can describe 92 percent of j and approx­
imately 91 percent of the /da ta within 10 percent. 
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A Conservative Formulation of 
the Discrete Transfer Method 
The discrete transfer method, often employed to calculate radiative heat transfer in 
combustion chambers, is not conservative. The reason for this behavior is examined 
and a conservative formulation is proposed and evaluated. A simple treatment of 
isotropic scattering media is also presented. The original and the conservative formu­
lation of the method are applied to two-dimensional and three-dimensional enclosures 
containing a participating medium. It is shown that the accuracy of the original and 
the conservative formulation is very similar, but the proposed formulation has the 
advantage of ensuring energy conservation. 

Introduction 

Radiative heat transfer plays an important role in many engi­
neering problems, especially in aeronautics, astronautics, and 
mechanics, and it is the dominant heat transfer mechanism in 
many industrial combustion equipments, including boilers and 
furnaces. Hence, the accurate prediction of the heat transferred 
by radiation is a key issue in the design and operation of com­
bustion chambers. In this case, the calculation of radiative heat 
transfer is part of a more complex problem which involves the 
numerical simulation of a turbulent reactive flow. 

Although many radiation models have been developed for 
emitting, absorbing, and scattering media (e.g., Viskanta and 
Mengtic, 1987), generally based on the solution of the radiative 
heat transfer equation (RTE), most of them are not recom­
mended for coupled fluid flow/heat transfer problems. Despite 
their recognized accuracy, some methods, such as the zonal 
(Hottel and Sarofim, 1967) and the Monte Carlo (Howell, 
1968) methods, require long computing times and involve nu­
merical algorithms very different from those employed in fluid 
flow calculations. Others, such as the flux method of Schuster-
Schwarzchild and its generalization for two- and three-dimen­
sional domains (Selcuk 1983), have low accuracy. The spheri­
cal harmonics method (e.g., Mengiic and Viskanta, 1985) is 
not accurate for low order approximations, except in optically 
thick media, and the increase of accuracy achievable using high 
order approximations is mathematically involved (Modest, 
1993). Three of the most attractive methods, as far as accuracy 
and computational requirements are concerned, are the discrete 
transfer (Shah, 1979; Lockwood and Shah, 1981), the discrete 
ordinates (Carlson and Lathrop, 1968; Fiveland, 1984), and the 
finite volume method (Raithby and Chui, 1990; Chai et al., 
1994). They are easily incorporated in reactive fluid flow codes 
and a comparative study of their performance for several bench­
mark problems has recently been published (Coelho et al , 
1995). 

Lockwood and Shah (1981) claim that the discrete transfer 
method (DTM) is economical, straightforwardly applicable to 
complex geometries, easy to apply, and able to return any de­
sired degree of precision. These features justify its popularity 
and wide application in calculations in combustion chambers 
(e.g., Gosman et al., 1982; Boyd and Kent, 1986; Carvalho 
and Coelho, 1989), as well as its incorporation in commercial 
computational fluid dynamics codes, such as FLUENT and 
FLOW3D. However, since the method was proposed by Lock-
wood and Shah, only a few fundamental studies or extensions 

have been reported. Murthy and Choudhury (1992) applied 
the method to two-dimensional domains of arbitrary shape and 
Carvalho et al. (1993) studied two- and three-dimensional en­
closures containing a scattering medium. Recently, Bressloff et 
al. (1995) proposed a new set of weighting coefficients for the 
radiation intensity along each ray tracing direction. The new 
weighting set is based on the discretization of the hemispherical 
solid angle using quasi-equal solid angles in an attempt to pro­
vide a more even distribution of ray directions and to mitigate 
the ray effect. More accurate quadrature formulae for the calcu­
lation of the incident heat flux have been developed by Cumber 
(1995). In the proposed formulae, the incident intensity is as­
sumed to vary within each solid angle resultant from the discret­
ization of the hemisphere, rather than being constant, as in 
the original method. Similarly, when integrating the RTE, the 
temperature is assumed to vary linearly in each control volume. 

A major shortcoming of the DTM, which has not been ad­
dressed in the literature, is that, in general, the method is not 
conservative if the boundary temperature is prescribed, i.e., the 
numerical solution calculated by the DTM does not satisfy the 
principle of conservation of energy. This is in contrast with 
other competitive methods, namely the discrete ordinates and 
the finite volume method, which are conservative. The present 
work explains why, in general, the DTM is not conservative 
and proposes a simple correction to overcome this problem. In 
addition, it employs a treatment of isotropic scattering simpler 
and more accurate than that proposed by Lockwood and Shah 
(1981) and used in Carvalho et al. (1993). 

A brief description of the method is given in the next section. 
Then, the conservation problem is addressed and two different 
modifications are proposed. These are evaluated by means of 
the application of the different formulations to benchmark prob­
lems. The results obtained are presented and discussed, and the 
paper ends with a summary of the main conclusions. 

The Discrete Transfer Method 

Original Formulation. The main features of the DTM are 
described below in order to facilitate the discussion of the con­
servation problem. A complete description of the method is 
given by Lockwood and Shah (1981). 

The DTM is based on the numerical solution of the RTE 
along specified directions. For a gray medium, as considered in 
this paper, the RTE may be written as follows (e.g., Modest, 
1993): 
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The ratio </>(§', s)/4-7r represents the probability that radiation 
propagating in the direction s ' and confined within the solid 
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angle dVL' is scattered through the angle (s ' , s) into the direc­
tion s confined within the solid angle dQ,. The absorption, scat­
tering, and extinction coefficients are related to the single scat­
tering albedo as follows: 

w = OSI{K + as) = crJP (2) 

Equation (1) is a statement of the principle of conservation of 
energy applied to a pencil of radiation traveling along direction 
s. 

In the DTM the physical domain is divided into control vol­
umes (CV). The temperature and the radiative properties of the 
medium are taken as constant in each one of them. For all the 
CV adjacent to the boundary, the central points of the faces of 
the CV coincident to the boundary are determined. Let Pj be 
one of such points. The hemisphere centered at Pj is discretized 
into a prescribed number of solid angles. Each solid angle de­
fines a direction along which the RTE is solved. 

Hence, given a point P, at the center of a cell face on the 
boundary, a radiation beam is fired from P, for each one of the 
directions specified above (Fig. 1). The path of a radiation 
beam is followed until it hits another boundary. Let Q, be the 
impingement point. Although, in general, Qt is not the central 
point of a boundary cell, it is assumed that the radiation intensity 
at Qt and at the central point of the boundary cell which contains 
g, are equal. Then, starting from Q,, the path of the beam is 
followed back to the origin (point Pj) and the RTE is integrated 
analytically along this path. Henceforth, the radiation beam trav­
eling from Pj to Qi will be referred to as a radiosity ray, and 
the radiation beam traveling back from Q, to Pj will be referred 
to as an irradiation ray. The starting point of a radiosity ray and 
the ending point of an irradiation ray are always the center of 
a cell face on the boundary. On the contrary, the ending point 
of a radiosity ray and the starting point of an irradiation ray do 
not usually coincide with the center of a boundary cell face. 

The integration of the RTE yields (Lockwood and Shah, 
1981): 

Fig. 1 Projection onto the x-y plane of the radiation beams resultant 
from the discretization of the hemisphere centered at the boundary point 
P, 

/„- , . = V ^ e - " * + J (1 -

/»4TT 

7(8' 
Jo 

+ (W/4-7T) 

w)Ib 

)(j)(s',s)dQ,' (1 - « - ' * ) (3) 

where the subscript i-*j identifies the direction of the irradiation 
ray traveling from Q, to Pj, and the subscripts n~ and n+ denote 
the points where that ray enters and leaves the nth CV, respec­
tively (Fig. 1). In the CV where the irradiation ray originates, 
n ~ coincides with g; ; in the control volume where the irradia­
tion ray hits the boundary, n+ coincides with Pj. 

The incident radiative heat flux at point Pj, i.e., the irradia­
tion, is calculated by adding the contributions due to all the 
irradiation rays that reach point Pj (one for each solid angle 

Nomenclature 

A = Area 
C = Correction factor 

Djj = Integral of cos fy,, over a 
solid angle element associ­
ated with the direction j -> 
i 

E = Absolute error 
Ei, E2, E-i = Unsteady, conductive and 

radiative terms of the en­
ergy equation integrated in 
space and time 

G = Incident radiation 
H = Irradiation onto a surface 
I = Radiation intensity 

Iicj-tj = Radiation intensity at point 
k of an irradiation ray trav­
eling in direction i -* j 

J — Radiosity 
k = Thermal conductivity 
n = Unit surface normal 
TV = Conduction-to-radiation 

parameter 
NI = Number of control volumes 

along x direction 
NJ = Number of control volumes 

along y direction 
Ne = Number of 8 angles per oc­

tant 

N„ = 
q = 
Q = 
Q = 
s = 
s = 
S = 

t •-

T • 

a •• 

P-
8s--

At*--
AV •• 

A9--
A<p •• 

Aty,,- = 

K • 

a 

Number of ip angles per octant 
Radiative heat flux 
Dimensionless heat flux 
Volumetric heat source 
Geometric path length 
Unit vector into a given direction 
Radiative source term of the en­
ergy conservation equation 
Time 
Temperature 
Thermal diffusivity 
Extinction coefficient 
Optical length within a control 
volume 
Time step 
Volume 
Discrete polar angle 
Discrete azimuthal angle 
Discrete solid angle associated 
with the direction j -> i 
Emissivity 
Relative error 
Polar angle; dimensionsless tem­
perature 
Angle between the surface nor­
mal at Pj and the direction j -» i 
Absorption coefficient 
Stefan-Boltzmann constant 

a, = Scattering coefficient 
r = Optical coordinate 
(p = Scattering phase function 
ip = Azimuthal angle 
i// = Dimensionless radiation inten­

sity 
D = Single scattering albedo 
fi = Solid angle 

Subscripts 
avg = Averaged value over a control 

volume 
b = Blackbody value 
g = Gas 

j ~* i = Direction from point Pj to point 

Qi 
n = Control volume 

n~, n+ = Entry (n~) into or exit (n + ) 
from a control volume 

o = Reference value 
P=.Point P 

x, y = Cartesian coordinates 
w = Wall 

Superscripts 

* = Dimensionless quantity 
— = Mean value 
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Cell Face 

Fig. 2 Projection onto the x-y plane of all the irradiation rays that arrive 
(solid lines) or start (dashed lines) at the boundary cell face centered at 
P,, for Nl = NJ = 3 and N„ = NV = 2 

resultant from the discretization of the hemisphere centered at 

PjY-

Hj=\ I(s)&.sdn<*'Zljh,jDjl. (4) 
Jo 

Ij,i-,j is the radiation intensity at point P, of the irradiation ray 
traveling from g, to Pj. It is important to point out that only 
the radiation intensity of irradiation rays is involved in DTM 
calculations. Djj is the integral of the cosine of the angle djj 
between the surface normal at Pj and the direction j -* i over a 
solid angle element Aty,,-: 

Fig. 3 Geometry of test case 1 

Dp = f cos OjjdQ 

= cos 8jti sin djj sin (A6J%t) A ^ , (5) 

Since the solid angles (An,-,,) are defined from the discretization 
of a hemisphere centered at Pj, the following identity holds: 
2 DJJ = ir. 

The solution of the RTE requires the specification of the 
boundary conditions. If the wall temperature is prescribed, the 
boundary condition for a gray diffuse boundary surface may be 
written as follows: 

Jj = ewoTi + (\ - eJHj. (6) 

The calculation procedure is iterative, unless ew = 1, because 
the radiation intensities of the irradiation rays at the points g, 
are not known a priori. Other boundary conditions may be 
treated as described by Lockwood and Shah (1981). 

The radiation source (or sink) for each CV, which appears 
in the energy conservation equation, may be defined as 

Table 1 Ratio between the heat rate received and the heat rate leaving the boundary of the enclosure of test 
case 1 calculated using DTM-0, mean absolute errors of the normalized incident heat flux on the boundary, and 
normalized emissive power at x = 0 

a/b NIxNJ NexN^ 
S A J H J 
J 
SAjJj 
j 

E(q/oT&)xl02 E(T| /r i )xl0 2 

a/b NIxNJ NexN^ 
S A J H J 
J 
SAjJj 
j DTM-0 DTM-l DTM-2 DTM-0 DTM-l DTM-2 

0.2 

10x20 2 x 2 0.8750 1.38 1.41 — 3.04 3.22 — 

0.2 

10x20 5 x 5 0.9984 0.38 0.38 0.41 0.85 0.85 0.80 

0.2 

20x40 2 x 2 1.0000 1.30 1.30 1.36 2.78 2.78 2.88 

0.2 20x40 5 x 5 1.0426 0.44 0.43 0.46 0.74 0.72 0.77 0.2 

40x80 2 x 2 0.9063 1.39 1.37 1.53 2.84 2.81 3.26 

0.2 

40x80 5 x 5 1.0267 0.43 0.43 0.52 0.74 0.72 1.05 

0.2 

40x80 10x10 1.0262 0.15 0.14 0.14 0.59 0.46 0.51 

5 

20x10 2 x 2 1.0125 3.09 2.71 2.89 0.81 0.83 2.02 

5 

20x10 5 x 5 1.0002 1.12 1.11 1.06 0.23 0.23 0.52 

5 

40x20 2 x 2 1.0000 3.19 3.19 3.01 0.81 0.81 1.75 

5 40x20 5 x 5 0.9957 1.35 1.19 1.30 0.25 0.32 0.67 5 

80x40 2 x 2 1.0094 3.06 2.88 3.15 0.81 0.81 1.67 

5 

80x40 5 x 5 0.9973 1.25 1.18 1.30 0.26 0.29 0.67 

5 

80x40 10x10 0.9974 0.94 0.84 0.77 0.17 0.19 0.19 
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Fig. 4 Predictions for test case 1 with alb = 5 and N„ = Nv = 2 (solid line: Crosbie and Schrenker; 0-DTM-O, 
X-DTM-1; A-DTM-2): (a) normalized emissive power atx = 0; (b) normalized incident heat flux on side wall; (c) 
normalized incident heat flux on top wall; and (rf) normalized incident heat flux on bottom wall. 

= f q.ndA = f f 
Jcs Jcs Jo 

I(s)n.sdttdA (7) 

where q is the radiative heat flux vector and the integration is 
carried out over the surface area, CS, of the CV. However, the 
DTM does not perform a discretization of the RTE over a 
CV. Therefore, the source term S is not evaluated from the 
discretization of Eq. (7). Instead, the source term for a CV is 
obtained from the sum of the contributions of all the irradiation 
rays which cross that CV. It is assumed that the contribution 
of each irradiation ray is proportional to the change of the 
radiation intensity leaving and entering that CV. This yields the 
following equation: 

•S. = I I (V,,-.; - In^)DMAj (8) 

In this equation, index j runs over all the boundary cell faces 
and index i extends over all the irradiation rays hitting cell face 

j . If an irradiation ray traveling from Qt to P, does not cross 
the nth CV then In*-Hj = /„-,,_, = 0. 

Consideration of Scattering. The calculation of radiative 
heat transfer in scattering media requires the computation of 
the integral which appears in the in-scattering term (Eq. 3). 
Lockwood and Shah (1981) have approximated this integral as 

f 
Jo 

/ ( s ' )<Ks\ s)dQ' « X (/(s'))ave<Ws\ s )Af t ' (9) 

where the averaged intensity is taken as the arithmetic mean of 
the radiation intensity at the inlet and outlet of the CV. The 
summation extends over all the irradiation rays that cross the 
CV. This approximation was successfully used by Carvalho et 

al. (1993) for isotropic scattering media, and we are not aware 
of any attempt to apply it for anisotropic scattering media. 

In the case of isotropic scattering, however, the approxima­
tion used in Eq. (9) can be avoided. In fact, in this case the 
scattering phase function is equal to one. Therefore, the integral 
in the in-scattering term is equal to the incident radiation 

f 
Jo 

I(s')(f>(s',s)dn' = G. (10) 

If the equation for the conservation of radiative energy (e.g., 
Modest, 1993) 

V . q = K(4aT4 - G) (11) 

is integrated over the CV, the left hand side yields the radiation 
source (or sink) of the energy conservation equation, S. There­
fore, Eq. (11) can be used to compute G as 

G = 4aT4 S 

«AV 
(12) 

In this way, the in-scattering term is easily obtained without 
the approximation embodied in Eq. (9). In the case of pure 
scattering (K = 0) , Eq. (12) is not applicable. However, the case 
of pure scattering is mathematically equivalent to an absorbing-
emitting medium in radiative equilibrium (Modest, 1993). 
Therefore, in such a case the incident radiation is given by G 
= 4aT\ 

Conservative and Non-Conservative Formulations. A 
desirable feature of any solution method for the RTE is that the 
numerical solution satisfies conservation of energy. However, 
in general, the numerical solution obtained using the DTM does 
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Fig. 5 Predictions for test case 1 with bla = 5 (solid line: Crosbie and Schrenker; O-DTM-0; X-DTM-1; A-DTM-
2): (a) normalized emissive power at x = 0; {b) normalized incident heat flux on side wall; (c) normalized incident 
heat flux on top wall; and (of) normalized incident heat flux on bottom wall. 

not satisfy this principle. The reason why this happens is exam­
ined below and alternative conservation formulations are pro­
posed. 

If thermal radiation is the only mechanism of heat transfer 
present, the principle of conservation of energy applied to an 
enclosure states that the net heat rate leaving the enclosure 
through its boundary is equal to the difference between the 
radiative energy generated (emitted) and destroyed (absorbed) 
within the enclosure per unit time. Mathematically, this means 
that 

lAj(Hj-J}) = ZSn (13) 

where the summation on the left hand side runs over all the 
cell faces on the boundary and that on the right hand side 
extends over all the control volumes. This equation is also valid 
for a scattering medium since scattering only redirects radiation 
beams and does not change the energy balance. 

From Eq. (8), the radiative heat source in the enclosure may 
be expressed, using the commutative law of addition, as 

I S„ = 1 1 [ I (/.v, - I^KDJJAJ. (14) 

The term in the square brackets represents the change of the 
radiation intensity of an irradiation ray along its path from Q, 
to Pj. Therefore, Eq. (14) may be written as 

2J 4 — 2- 2s \'j,i-j h,i-j)DjjAj. (15) 

Inserting Eqs. (4) and (15) into Eq. (13) and simplifying, 
results in 

E V J = 2 I W > / I 4 - (16) 

Interchanging indices ;' and j on the right hand side of this 
equation, and applying the commutative law of addition, yields 
the following: 

XV, = I E W M ( - (17) 

In this equation, index j runs over all the cell faces on the 
boundary, and index i extends over all the irradiation rays travel­
ing in direction,/' -» i . 

In the DTM, the irradiation rays that start at cell face j and 
travel in direction j -* i are not associated with the discretization 
of a hemisphere centered at a point on the boundary cell face 

j . Hence, the number of these irradiation rays may change from 
cell to cell and, in general, for a given cell;', it will be £ Dtj 

* IT (in contrast to 2 Dp = w), as illustrated below using a 

simple example. Therefore, setting 7^,- = Jj/w for diffusely 
emitting-reflecting boundaries, Eq. (17) is not generally satis­
fied, even if the areas are all equal. 

As an example, consider a two-dimensional square enclosure 
discretized using a uniform grid with 3 x 3 control volumes 
and four solid angles per octant (A^ = Nv = 2). Although 
these spatial and angular discretizations may be too coarse if 
an accurate solution is sought, they are adequate for the present 
purpose. Figure 2 shows the projection onto the x-y plane of 
all the irradiation rays that hit cell face j . The solid angles 
associated with these rays have resulted from the discretization 
of a hemisphere and, therefore, 2 DJti = TT. Figure 2 also shows 
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the projection onto the x-y plane of all the irradiation rays 
starting at cell face j which strike different boundary cells. It 
can be seen that there are 14 irradiation rays leaving cell face 

j . Each dashed line plotted in Fig. 2 corresponds to a pair of 
rays, one fired in the positive z direction and the other in the 
negative z direction. The solid angles associated with these 
irradiation rays do not add up to 2ir, and it is not difficult to 
verify that 2 Du = 77i78 for the cell face; in Fig. 2 (notice 

that A9 = Aip = 7i74, and 0 = TT/8 or 6 = 3TT/8, yielding DtJ 

= constant = TT/16 and 2 D,v = 77i78). Hence, in general, Eq. 
(17) is not satisfied. ' 

A solution method is conservative if and only if the numerical 
solution satisfies Eq. (13). However, it was shown that, in 
general, the DTM does not satisfy Eq. (17) and, therefore, Eq. 
(13) is not satisfied either, i.e., the original formulation is not 
conservative. It is important to emphasize that no assumptions 
about the radiative properties of the medium have been made 
in the derivation of Eq. (17) or in the example described above. 
The original formulation is nonconservative regardless of the 
radiative properties of the medium, including the especial case 
of a transparent medium. 

To achieve a conservative formulation, two different methods 
are proposed based on a modification of the heat rate associated 
with the irradiation rays leaving the boundary cells. In one of 
them, hereafter referred to as DTM-1, the right hand side of 
Eqs. (14) to (17) is multiplied by a global correction factor, 
C, to ensure that the heat rate leaving the boundary of the 
enclosure is correctly evaluated as HAJJJ. This global correction 

j 

factor may be obtained from Eq. (17) after replacing /,•_,•-,* with 

I M = H^CD,.,A, 

yielding 

2 AJJJ 

C = 
S y / Z A j A , / * ) 

(18) 

(19) 

This is mathematically equivalent to set 7(i,_j = CJ-Jir when 
applying Eq. (3) to the irradiation ray starting at cell face i. 

In the other modification, which will be referred to as DTM-
2, a local correction factor, C,, is applied to each boundary cell, 
such that 

yielding 

AJJJ = I ^ CjDuA, 
; 7T 

Cj = 
2 DUAJ-K 

(20) 

(21) 

The DTM-2 can be applied only if there is at least one irradiation 
ray leaving every boundary cell. Otherwise, the denominator in 
Eq. (21) will be zero. However, this situation is likely to occur 
only if coarse angular discretizations are used. 

Both DTM-1 and DTM-2 are conservative, i.e., the numerical 
solution satisfies Eq. (13); they are evaluated below and com­
pared with the original method (DTM-0). 

Evaluation of the Conservative Formulations 

for a two-dimensional rectangular enclosure with the solutions 
reported by Crosbie and Schrenker (1984). The method of 
Crosbie and Schrenker is based on the numerical solution of 
the integral equation for radiative transfer (removing the singu­
larity) and yields accurate results except at very large optical 
thicknesses. Figure 3 shows the geometry for this problem. The 
walls of the enclosure are black and at zero temperature, except 
the top wall which has an emissive power of unity. The optical 
thickness of the enclosed medium along the y direction is equal 
to one, i.e., f3b = 1, and the medium is assumed to be in 
radiative equilibrium. Two different configurations were stud­
ied: alb = 5 and bla = 5. 

Since, in this problem, a volumetric heat source, Q, is pre­
scribed (Q = 0) , an iterative procedure is required. Starting 
from an initial guess for the temperature field, an iteration of 
the DTM is carried out allowing the calculation of the radiative 
source term S. Then, the temperature field is updated for each 
CV as follows: 

(r4)n ( T 4 ) 0 
Q (22) 

The iterative procedure continues until the difference between 
the new and the old temperature fields decreases below a pre­
scribed tolerance. 

Table 1 shows the ratio between the heat rate received and 
the heat rate leaving the boundary of the enclosure calculated 
using DTM-0 for the two studied configurations and for several 

t*MlO" 

b) 
0.06 

>• 
0.05 " 

w 0.04 

0.03 •D 
(0 

DC 

- 0.02 -

0.01 -

0.00 

Nl = 20, NJ = 10 
N6 = Nrp = 2 

150 
t*x104 

Test Case 1—Two-Dimensional Rectangular Enclosure 
With an Emitting-Absorbing Medium. Evaluation of the 
conservative formulations for an emitting-absorbing medium 
was undertaken by comparison of the predictions of the DTM 

Fig. 6 Transient combined conduction-radiation problem in a two-di­
mensional enclosure: (a) terms of the energy conservation equation inte­
grated in time and over the whole enclosure (Eq. 28), and dimensionless 
temperature at the center of the enclosure; [b) absolute and relative 
errors of the radiative energy E3. 
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Table 2 Terms of the global energy balance for the three-dimensional rectangular furnace of test case 3 
calculated using the original formulation of the DTM 

Run 
K 

(m-l) (m-l) 
NIxNJxNK NexN<p 

SAJHJ 
J 

(kW) 

I A J J J 
J 
(kW) 

n 

(kW) 

£Aj(Hj-Jj)-;£S„ 
J « 

(kW) 

1 

0.25 0 

9 x 9 x 1 5 2 x 2 1844.3 1760.7 80.0 3.6 
2 

0.25 0 
9 x 9 x 15 5 x 5 1840.5 1759.7 80.0 0.8 

3 0.25 0 27 x 27 x 45 5 x 5 1839.4 1759.2 80.0 0.2 
4 

0.25 0 
27x27x45 10x10 1838.6 1759.0 80.0 0.4 

5 0.5 0 9 x 9 x 1 5 2 x 2 1840.4 1756.8 80.0 3.6 
6 

0.5 0 
9 x 9 x 1 5 5x5 1836.6 1755.7 80.0 0.9 

7 1.0 0 9 x 9 x 1 5 2 x 2 1834.8 1751.0 80.0 3.8 
8 

1.0 0 
9 x 9 x 1 5 5 x 5 1830.9 1750.0 80.0 0.9 

9 0.15 0.35 9 x 9 x 1 5 2x2 1840.4 1756.8 80.0 3.6 
10 

0.15 0.35 
9 x 9 x 15 5 x 5 1836.6 1755.7 80.0 0.9 

In the case alb = 0.2, the results obtained using DTM-1 are 
slightly more accurate than those calculated by means of DTM-
0, except for the coarser discretization. The DTM-2 is less accurate 
than the others, except for the finer discretization. Moreover, it 
cannot be applied to the coarser discretization because no irradia­
tion rays leave the cell faces on the top and bottom boundaries 
which are adjacent to the vertices. In the case alb = 5, the accuracy 
of DTM-0 and DTM-1 is similar, but the mean absolute error 
of the normalized heat flux is lower using DTM-1, while the 
corresponding error of the normalized emissive power is lower 
employing DTM-0. The DTM-2 is much worse regarding the 
prediction of the emissive power of the medium, except for the 
finer discretization, but performs similarly to the others as far as 
the heat flux calculation is concerned. 

Additional insight into the predictions is provided in Figs. 4 
and 5. Figure 4 shows the predicted results obtained for a rectan­
gular slab with alb = 5 using a grid with 20 X 10 CV and Ne 

= Nv = 2; they closely follow the solution of Crosbie and 
Schrenker. As expected from the ratio 2 A,//,/E A,y, = 1.0125 

and from the mean absolute errors (Table 3), the results com­
puted using DTM-0 and DTM-1 are almost identical. 

The columnar shaped geometry with b/a = 5 was studied 
using a grid with 10 X 20 CV and Ng = Nv = 5. The predictions 

Table 3 Mean relative errors of temperature and net heat fluxes for test case 3; the runs are characterized in 
Table 2 

Run 
ff (T) x 102 rf(q)xl02 

Run 
DTM-0 DTM-1 DTM-2 DTM-0 DTM-1 DTM-2 

1 1.03 1.01 1.37 2.78 2.77 6.00 

2 0.33 0.33 0.38 0.84 0.86 1.03 

3 0.31 0.31 0.41 0.79 0.80 1.00 

4 0.27 0.27 0.26 0.81 0.80 0.88 

5 0.90 0.88 1.14 1.12 1.12 5.58 

6 0.30 0.29 0.33 1.18 1.20 1.45 

7 0.73 0.71 0.99 1.00 0.90 4.34 

8 0.23 0.22 0.32 1.39 1.39 1.04 

9 0.73 0.72 0.98 1.12 1.18 5.58 

10 0.25 0.25 0.32 1.18 1.20 1.45 
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spatial and angular discretizations. This ratio should be equal 
to one because there are no radiative sources or sinks in the 
medium. The results show that as the spatial and the angular 
discretizations become finer, the predicted ratio approaches one, 
but not monotonically. If alb = 0.2, an imbalance of 2.6 percent 
occurs for fine spatial and angular discretizations, which in­
creases for coarser discretizations, while if alb = 5, the imbal­
ance' is smaller. The DTM-0 is not conservative, except in two 
of the cases. On the contrary, the proposed conservative formu­
lations always yield a ratio of unity. This does not mean that 
they are more accurate, but simply that they are conservative. 
Indeed, both DTM-1 and DTM-2 always yield a unity ratio 
regardless of the solution accuracy. 

The mean absolute errors of the normalized incident heat flux 
on the boundary and the normalized emissive power at x - 0 
are also listed in Table 1. These errors are defined as the absolute 
value of the difference between the numerical solution and the 
reference solution of Crosbie and Schrenker, averaged over all 
the cell faces on the boundary, for the incident heat fluxes, or 
over all the CV crossing the line x = 0, for the emissive power. 
The results show that the solution accuracy is only marginally 
influenced by the spatial grid refinement, regardless of the 
method employed. On the contrary, a finer angular discretization 
yields improved accuracy. 
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temperature (K) profiles; (fa) net heat fluxes (kWm 2 ) . 

of the three methods are similar and close to the solution of 
Crosbie and Schrenker, as shown in Fig. 5. However, even this 
discretization is unable to reproduce the incident heat flux on 
the bottom wall, not shown here. This is explained by the shape 
of the enclosure and the boundary conditions. Only the top wall 
is hot, and the gas temperature is only significant close to this 
wall, up to ylb <= 0.2 (Fig. 5a). Therefore, radiosity rays fired 
from the bottom wall must reach the top region of the enclosure 
to contribute to the incident heat flux at the bottom wall. Since 
bla is large, only a few radiosity rays actually reach the top 
region, especially if they are fired from x close to zero. This is 
the so-called ray effect (Lathrop, 1968; Chai et al., 1993) which 
is also responsible for the nonmonotonic convergence and the 
lack of accuracy at coarse resolution. It explains the need to 
use a very fine angular discretization (Ne = Nv = 20) to satisfac­
torily predict the incident heat flux on the bottom wall (Fig. 
5d). 

Test Case 2—Two-Dimensional Transient Combined 
Conduction-Radiation Problem. A two-dimensional rectan­
gular black enclosure with alb = 5 is considered again in this 
test case. A transient coupled conductive and radiative heat 
transfer problem is analyzed to show the accumulation of errors 
in the energy balance along the time. The mathematical formula­

tion of the problem for an anisotropic scattering medium in 
dimensionless form is given by the following equations: 

o2e o2e I 

dr2
y N 

Pa <TX< Pa, 0 < Ty < Pb, t* > 0 (23) 

—- = + V - O 
dt* drl dr2

y N * 

where 

and 

V - Q = (1 - UJ) 4(94 - tl/dSl j 

4n J47r • U J T drs IT 

The dimensionless quantities are defined as 

T, = px, Ty = Py, TS = ps, t* = aP2t, 

6 = T/Ta, N=kpTJ(aTt), 

Q = q/(aTt), >p = I/(aTt). 

(24) 

(25) 

(26) 
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Fig. 8 Predictions for test case 3 using Ne = N„ = 5 ( •—zonal method; O-DTM-0; X-DTM-1; A-DTM-2): (a) 
temperature (K) profiles; (b) net heat fluxes (kWrrr2). 

At t* = 0, the temperature of the medium and top wall is 
T0, and the temperature of the remaining walls is zero. The 
temperature of the boundaries is kept constant along the time. 
Therefore, the initial and boundary conditions of Eq. (23) be-

6(±/3a, ry, t*) = O(Tx,0b,t*) = 0, 

6>(r,, 0, t*) = 1, for t* > 0 

6>(r,, T „ 0) = 1, 

for -/3a <TX< f3a, 0 < T, < 0b. (27) 

Notice that if the conduction to radiation parameter, JV, were 
equal to zero, the present problem would be simplified, becom­
ing precisely the purely radiative heat transfer problem studied 
in test case 1. 

The energy conservation Eq. (23) was solved using a finite 
volume/finite difference method, and the fully implicit method 
was employed for time discretization (Gosman et al., 1985). 
Calculations were performed for u> = 0, /? = K = 1, oT\ = 1, 
and N = 1. A discretization with 80 X 40 control volumes, Ng 

= Nv = 10 and At* = 10~4 was selected. The accuracy of the 
time discretization was checked by repeating the calculations 
using a time step equal to 0.5 X 10~4. It was found that the 
numerical solution is independent of At * for the two reported 
values. 

Figure 6a shows the symmetric of the unsteady, conductive, 
and radiative terms of Eq. (23) integrated over the whole do­
main from 0 to t*, with t* =: 1.5 X 10~2: 

r<l3a pPb (V* go 

E, = I —dtdTydr. 
J -Pa Jo Jo Ot 

J 0u r>0b m* / Q 

-0a Jo Jo 

p0a [>0b />, 

'3 = J J J 

0a>>o Jo \drx dr 

C0a C0b rr / y . g 

(28a) 

dtdTydrx (28k) 

dtdTydrx. (28c) 

The temporal evolution of the dimensionless temperature at the 
center of the enclosure (TX = 0, ry = @b/2) is also plotted. 
These results were computed using DTM-1 to solve the RTE. 
Since the temperature of the boundaries is fixed, the medium 
receives energy from the top wall and looses energy to the 
remaining walls by conduction and radiation. Globally, energy 
is released from the medium to the surroundings by radiation 
and conduction, up to t* <*> 50 X 10~4, while the temperature 
of the medium decreases. For larger values of t*, the medium 
still looses energy by conduction but its temperature is already 
small enough such that V • Q becomes negative. The conductive 
and the radiative terms of Eq. (23) tend to compensate each 
other such that the temperature of the medium and the total 
energy release level off as steady state is approached for large 
values of t*. 

The numerical method used to solve Eq. (23) is conservative 
and, therefore, the numerical solution satisfies the global energy 
balance Ex = E2 + E3, regardless of the method used to solve 
the RTE. However, if DTM-0 is used, the dimensionless form 
of Eq. (13) is not satisfied. Hence, the value of V • Q fed into Eq. 
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(23), integrated over the whole domain, does not correspond to 
the net radiative heat rate on the boundary of the enclosure. 
This does not happen if DTM-1 or DTM-2 are used. 

The present problem has no analytical solution which pre­
vents the calculation of the numerical errors. However, it is 
easy to compute the absolute value of the difference between the 
radiative energy term £3 , calculated using DTM-0 and DTM-1, 
as well as the ratio of this difference to the result of DTM-1. 
These quantities are a measure of the absolute and relative errors 
of the radiative energy term E3 calculated by means of DTM-
0, taking the results of a conservative method as a reference. 
They quantify the imbalance in the dimensionless form of Eq. 
(13) and represent the extent over which the nonconservative 
formulation departs from a conservative one. These errors are 
shown in Fig. 6b for coarse and fine discretizations. It can be 
seen that both the absolute and the relative errors accumulate 
along the time. This increase is larger for the relative errors as 
a result of the decrease of | E31 for t * > 50 X 10 ~4. 

Test Case 3—Three-Dimensional Rectangular Furnace 
with an Emitting-Absorbing-Scattering Medium. The rect­
angular furnace idealized by Mengiic and Viskanta (1985), 
and also examined by others (Jamaluddin and Smith, 1988; 
Truelove, 1988; Carvalho et al., 1993), was selected for evalua­
tion of the methods in a three-dimensional gray enclosure. The 
dimensions of the furnace are 2 x 2 x 4 m3 in x, y, and z 
directions, respectively. The emissivity of the walls is 0.7, ex­
cept at z = 0 m, where e„ = 0.85. The temperature of the walls 
is 900 K, except at z = 0 m, where T„ = 1200 K, and at z = 
4 m, where T„ = 400 K. There is a prescribed volumetric heat 
source equal to 5 kW/m3. Standard calculations were performed 
using a grid with 9 X 9 X 15 CV, uniform in each direction. 
Several angular discretizations and radiative properties of the 
medium were considered, as described below. Additional calcu­
lations were carried out using much finer spatial and angular 
discretizations (27 X 27 X 45 CV, Ng = Nv = 10). 

The computed heat rate received and leaving the boundary 
of the enclosure, the radiative heat source, and the imbalance 
of the energy equation are listed in Table 2 for the different 
studied cases. The imbalance is about 0.2 percent for Ne = Nv 

= 2, and 0.05 percent for N0 = Nv = 5, regardless of the 
absorption and scattering coefficients. If the proposed conserva­
tive formulations are used the numerical solution satisfies the 
energy equation. 

The mean relative errors of temperature and net heat fluxes, 
taking the zonal method solution reported by Truelove (1988) 
as a reference, are given in Table 3. DTM-2 generally yields 
larger errors than the others. Since the predictions of DTM-2 
were also worse than the others in test case 1 and, in addition, 
it cannot be always applied, DTM-2 is not recommended for 
practical applications. The accuracy of DTM-0 and DTM-1 is 
similar, with slightly lower errors for the temperature if DTM-
1 is used. 

The predicted gas temperature distribution along the center-
line of three different planes and the net heat flux along the 
centerline of the hot (z = 0 m) and cold (z = 4 m) walls are 
displayed in Fig. 7 (Ne = N„ = 2) and 8 (Ne = Nv = 5), for 
K = 0.5 m"1 and as = 0 nT1 . The zonal method solution 
(Truelove, 1988) is also shown for comparison purposes. As 
in the previous test cases, the solution computed using DTM-
1 is very close to that of DTM-0. The DTM-2 yields rather 
poor predictions of the net heat fluxes for Ne = Nv = 2 and 
exhibits larger oscillations than both DTM-1 and DTM-0. A 
possible explanation for this behavior is that the ray effects are 
enhanced by the local correction of the radiation intensity leav­
ing a boundary, yielding larger oscillations and worse predic­
tions. 

The predicted temperatures exhibit unrealistic oscillations at 
z = 0.4 m and z = 3.6 m for the coarser angular discretization. 
These wiggles are attributed to the ray effects. Nevertheless, 
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Fig. 9 Predicted temperature (K) profiles for test case 3 with an emit-
ting-absorbing-scattering medium (•—zonal method; O-DTM-0; X-
DTM-1) 

the DTM predictions are within 20 K of the zonal method 
solution. Small oscillations are also observed for the net heat 
flux at the cold wall. If a finer angular discretization is used, 
the results become closer to the zonal method solution, as shown 
in Fig. 8. Although not shown here, similar results were 
obtained for nonscattering media with K = 0.25 nT1 and K = 
1 nT1 . 

Finally, an emitting-absorbing-scattering medium with u> = 
0.7 and f3 = 0.5 rrT1 was considered, using N6 = Nv = 5. The 
net heat fluxes are equal to those calculated for a nonscattering 
medium with K = 0.5 irT1. In fact, the radiative heat flux 
distribution is independent of UJ for isotropic scattering with 
specified heat generation in the medium (Truelove, 1988). 
However, the emissive power of the medium increases, as 
shown in Fig. 9. The results obtained using DTM-0 and DTM-
1 closely follow the zonal method solution. The accuracy of 
the results, taking the zonal method solution as the reference, 
is comparable to that observed for the nonscattering medium. 

Conclusions 
The original formulation of the DTM was examined and 

new conservative formulations applicable to enclosures with 
diffusely emitting-reflecting boundaries were proposed and 
evaluated. A simple treatment for isotropic scattering media 
was described and validated. From the analysis carried out the 
following conclusions may be drawn: 

1 The original formulation of the DTM is not conservative. 
Imbalance of the energy equation applied to an enclosure 
may be large if coarse spatial and angular discretizations 
are used. The imbalance decreases with spatial and angular 
refinement, but not monotonically. 

Journal of Heat Transfer FEBRUARY 1997, Vol. 119 /127 

Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 The original formulation of the DTM is not conservative 
because the solid angles associated with the irradiation rays 
leaving a cell face on the boundary do not add up to 2n, in 
general. Therefore, if the radiation intensity leaving the wall, 
taken as J/ir, is integrated over all those solid angles, it 
does not yield the radiosity 7. 

3 A local correction of the energy per unit time of the irradia­
tion rays leaving the boundary (DTM-2) was evaluated. 
However, the results obtained were not satisfactory in terms 
of accuracy and, therefore, this method should not be used. 

4 The conservative formulation based on a global correction 
of the energy per unit time of the irradiation rays leaving 
the boundary (DTM-1) is recommended for future applica­
tions of the DTM. The solution accuracy obtained using this 
formulation is very close to the accuracy of the original one 
for all the test cases examined, but the proposed formulation 
satisfies energy conservation. 

5 A simple treatment of isotropic scattering was demonstrated. 
The proposed method calculates the integral appearing in 
the in-scattering term using the incident radiation derived 
from the equation for the conservation of radiative energy. 
No additional approximations are needed to deal with iso­
tropic scattering media besides those embodied in the treat­
ment of nonscattering media. 
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Radiation Heat Transfer of 
Arbitrary Three-Dimensional 
Absorbing, Emitting and 
Scattering Media and Specular 
and Diffuse Surfaces 
Analysis of radiation heat transfer using the Radiation Element Method by Ray 
Emission Model, REM2, is described. The REM2 is a generalized numerical method 
for calculating radiation heat transfer between absorbing, emitting and scattering 
media and specular surfaces with arbitrary three-dimensional configurations. The 
ray emission model for various radiation elements is expressed by polyhedrons and 
polygons. Arbitrary thermal conditions can be specified for each radiation element, 
and generalized radiation transfer can be achieved for both of surface and volume 
elements by introducing a new definition of view factors. The accuracy of the present 
method is verified using simple configurations. A cubic participating medium with a 
spherical cavity covered with specular and diffuse surfaces is analyzed as an example 
of an arbitrary configuration. The temperature distribution shows good accuracy 
with a small number (45) of rays emitted from each element compared with the 
Monte Carlo method. 

Introduction 
Recent advances in computer technology have accelerated the 

development of computer simulations of engineering systems. 
There are a number of simulation tools for analyzing structure, 
thermal conduction, convective heat transfer, and fluid dynamic 
problems which can be applied to arbitrary configurations of 
machine elements or to total systems. 

Radiation transfer of participating media is important for the 
design of furnaces, precision heat-transfer control of semicon­
ductor processes, and prediction of the effect of dust and C0 2 

on the global environment. Many methods have been developed 
for the problem such as the Monte Carlo method by Siegel and 
Howell (1992) and Kudo et al. (1993), the discrete ordinate 
method by Fiveland (1984), the discrete transfer method by 
Lockwood and Shah (1981), the boundary element method by 
Bialecki (1993) and other methods such as that of Tan and 
Howell (1990). However, it is difficult to apply these methods 
to a complicated three-dimensional configuration such as the 
one used in finite element analysis. 

Maruyama and Aihara (1987) proposed a simple numerical 
method for analyzing radiation transfer of three-dimensional 
arbitrary configurations, and the effective radiation area. Maru­
yama (1993a) introduced a new definition of view factors and 
proposed a numerical method for three-dimensional arbitrary 
surfaces with diffuse and specular reflections. This method was 
applied to an axisymmetric system of a Czochralski furnace by 
Maruyama and Aihara (1994a). Radiation transfer in a partici­
pating medium in a plane parallel configuration was solved 
using the concept of the view factors proposed by Maruyama 
and Aihara (1994b). 

In the present study, the Radiation Element Method by the 
Ray Emission Model, REM2, is proposed. The REM2 is a gener-

Contributed by the Heat Transfer Division and based on a paper presented at the 
1995 ASME/JSME Thermal Engr. Joint Conference, Maui, Hawaii. Manuscript 
received by the HEAT TRANSFER DIVISION October 9, 1995; revision received 
August 27,1996; Keywords: Furnaces & Combustors, Numerical Methods, Radia­
tion. Associate Technical Editor: M. Modest. 

alized numerical method for radiation transfer in participating 
media which is descretized using numerous polyhedrons and 
specular and diffuse surfaces which are descretized using poly­
gons. The present method is verified by radiation transfer of a 
simple configuration. An example of an arbitrary configuration 
composed of a cubic participating medium with a spherical 
cavity is demonstrated. 

Basic Equations 
We consider the participating medium contained in a polyhe­

dron, as shown in Fig. 1. The radiation intensity at f in the 
direction s can be expressed from radiation energy balance as 

— = - ( K X + asA)L(r, s) + Kj„,k(T) 

+ Y * f h(r,s")PK(s'^s)du> (1) 
47T J4n 

where KX and asA are spectral absorption and scattering coeffi­
cients, respectively. P\(s" -* s) is a phase function from the 
direction $' to s. 

In order to simplify the problem, the following assumptions 
are introduced. 

1 Each element is at a constant uniform temperature. The 
refractive index and heat generation rate per unit volume are 
also constant and are uniform over the polyhedral radiation 
element. 
2 Scattering in the participating medium is isotropic. 
3 The scattered radiation distributes uniformly over the ele­
ment. 

Referring to Fig. 1, the ray passing through the radiation 
element attenuates and a part of the ray is scattered. The ray is 
separated into absorbed, scattered, and transmitted fractions. 
The scattered ray is isotropic according to assumption (2) and 
is distributed uniformly over the element according to assump-
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Fig. 1 Attenuation of radiation ray along the direction s 

tion (3). The third term of the right hand side of Eq. (1) is 
approximated as 

= y* f h(t-,ndw = a.,J? (2) 

where / f is the average diffuse radiant intensity, i.e., the sum 
of emitted and scattered radiant intensities. It should be noted 
that 1° is similar to diffuse radiosity that was used for radiation 
transfer of arbitrary diffuse and specular surfaces (Maruyama, 
1993a; Maruyama and Aihara, 1994a). 

Introducing the extinction coefficient /?>. = KX + aStK and 
albedo ft, Eq. (1) is rewritten as 

dk(r,s) 
dS 

= M-W, £) + (!- 0)4,,(T) + fi/?]. (3) 

Referring to Fig. 1, the solution of Eq. (3) along s becomes 

h(fo + Ss, s) = h(h, s) exp(-/3xS) 

+ [(1 - n ) 4 , x ( D + n / ? ] [ l - exp(- /W?)] . (4) 

When there is no incident radiation in direction s, Eq. (4) 

expresses radiation intensity that is emitted from the element 
itself. By integrating Eq. (4) over all cross-sections with 
4(^o> •*) = 0, one can obtain the radiation energy emitted in 
direction s. However, this procedure is tedious when we apply 
the integration of Eq. (4) to an arbitrary polyhedron. We intro­
duce the following average thickness S of the radiation element 
in direction s to simplify the integration: 

S = VIA(s) (5) 

where V and A{s) are the volume and area projected onto the 
surface normal to s, respectively. Then the radiant energy emit­
ted from the element can be approximated as 

dQJtx(s) 

= A(f)[( l - n) / , , x + n /? ] [ l - exp( -&S)]dw. (6) 

As previously mentioned, 1° in Eq. (6) is the diffuse part of 
radiation intensity, and the transmitted fraction of the ray along 
direction s is not included in / ? . The relation between the 
transmitted and diffusely scattered rays is the same as that be­
tween specular and diffuse reflections (Maruyama, 1993a; Ma­
ruyama and Aihara, 1994a). The analogy between isotropic 
scattering and diffuse reflection is shown in Fig. 2(b). In order 
to describe surfaces and participating media generally, the dif­
fuse reflectivity of the surfaces and the albedo of the participat­
ing media in Eq. (6) are redefined as 0 D . The specular reflecti­
vity 0 s is also introduced to describe the specular reflectivity 
of the surfaces. 

Consider a radiation element i, which may be either a volume 
element or a surface element. A generalized expression of Eq. 
(6) is 

dQj,iAs) = A,(f)[(i - nD - ns)ibx + nDm 
X [1 -exp( - /3x£) ] t fw (7) 

where /3xSi > 1 for a surface element and 0 s = 0 for a volume 
element. 

Integrating over all solid angles, the spectral radiation energy 
from the radiation element;' is given by 

&,> = [(i -fiD-ns)ibA + nDi?] 

X f A;(f)[l - e x p ( - / U ) ] ^ . (8) 
J HIT 

We consider the case of a participating medium with pkS, > 

Nomenclature 

Ft. FD 

A = Area 
AR = Effective radiation area (Eq. 

(10)) 
= Absorption and diffuse scat­

tering view factors from ele­
ment i to j , respectively (Eq. 
(14)) 

Ffj = Extinction view factor from 
element i to j (Eq. (13)) 

/ /(£) = Fraction of radiation energy 
leaving radiation element i 
that is absorbed or isotropi-
cally scattered or diffusely re­
flected by radiation element j 

I(f, s) = Radiation intensity 
h(T) = Blackbody radiation intensity 

7° = Diffuse radiant intensity (Eq. 
(2)) 

/ = Reference length 
N = Number of elements 

N,r = Number of rays emitted from each 
element 

Qo = Heat transfer rate of irradiation, 
(Eq. (18)) 

Qr = Heat transfer rate of emissive 
power, (Eq. (18)) 

Qj = Heat transfer rate of diffuse raiosity 
(Eq. (16)) 

Qx = Net heat transfer rate of heat gener­
ation (Eq. (17)) 

qx = Net rate of heat generation per unit 
volume or unit surface area 

r = Position vector, Fig. 1 
f = Average thickness of element in 

the direction $ (Eq. (5)) 
S = Pass length though element, Fig. 1 
S = Unit direction vector, Fig. 1 
T = Temperature 
V = Volume of a volume element or 

surface area of a surface element 

P = Extinction coefficient 
A T = Optical thickness of a radiation ele­

ment in Fig. 6 
e = Emissivity = 1 - ftD - fls 

K = Absorption coefficient 
$ = Dimensionless temperature (Eq. 

(25)) 
Q,D = Albedo of a volume element or dif­

fuse of a surface element, reflecti­
vity, Fig. 2 

Qs = Specular reflectivity, Fig. 2 
u> = Solid angle 
a = Stefan-Boltzmann constant 

as = Scattering coefficient 
T = Optical thickness = pi 

Subscripts 
i = Element i 

j = Element j 
\ = Spectral value 
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1 to verify the present model. If there are no concave surfaces 
on the radiation element, the average projection area becomes 
one-quarter of the total surface area A, (Van de Hulst, 1981). 
The value of [1 - e x p ( - / 3 ^ ) ] approaches to unity for /3X^ 
> 1. Then, the integration in Eq. (8) becomes 

f A(f)[l - e x p ( - / 3 x 5 i ) ] d w - f ^ dw = irA,. (9) 
J^TT J Air 4 

Consequently, the following effective radiation area Af 
(Maruyama and Aihara, 1987) is introduced: 

A? = - ( A,(£)[l - exp(-/8xS;)]dw (10) 
7T J4 ir 

where Af is identical to the surface area for a surface element 
in which the reverse side is not considered. For the case of /3vS, 
<§ 1, the value of [1 - exp(-/?^5'1)] approaches to pxSt. Then, 
using the relation in Eq. (5) , Af is expressed as 

A f - - f A W ^ d w ^ W , . (11) 
7T i /4ir 

The model shows a consistency with the analytical solutions 
for the optically thick limit and optically thin limit. For the case 
of moderate /3X.S\, Af becomes a value between A, and 4/^V 
due to the definition, Eq. (10). 

Finally, the rate of radiation energy emitted and isotropically 
scattered by the radiation element can be expressed in general­
ized form as 

QJJ* = T(e (7w + nDI?)Af (12) 

where e; = 1 — fif — Of, and QJiiX is the diffuse radiation 
transfer rate that was introduced in the previous reports (Maru­
yama, 1993a; Maruyama and Aihara, 1994a) for arbitrary dif­
fuse and specular surfaces. 

In the present radiation element method, both the surface and 
volume elements are accounted for by introducing the general­
ized form of radiation energy Eq. (7) and (8), and it is not 
necessary to distinguish between the different types of elements. 
Numerical integration of Eq. (4) is simplified by introducing 
the effective radiation area AR, and average thickness S. 

The proposed method needs the assumption of isotropic scat­
tering for the volume elements and isotropic reflection for the 
diffuse fraction of reflection for the surface elements. Also, the 
assumption of isotropic emission is required as shown in Fig. 
2. The scattering by particles is generally anisotropic. Maru-

(a) (b) 
Fig. 2 Isotropic models of volume and surface elements form analogy 
of anisotropic emission and scattering or reflection 

yama et al. (1995) compared radiation transfer of nongray par­
ticipating gas with anisotropic and isotropic scattering particles. 
The nongray radiation transfer was carried out with the isotropic 
scaling, taking into account the 6-M approximation (Wiscombe, 
1977) for the anisotropic scattering. The result with the isotropic 
assumption showed reasonably good agreement with the Monte 
Carlo simulation with anisotropic scattering (Farmer and How­
ell, 1994). 

Some numerical methods such as the discrete ordinate 
method and the PN method can take into account the anisotropic 
scattering. When one applies the discrete ordinate method to a 
complicated three-dimensional engineering model, the ray ef­
fect (Chai et al., 1993) is unavoidable unless the number of 
discrete ordinates treated is very large. The number of unknown 
radiant intensities increases rapidly with increasing the number 
of discrete ordinates because the unknowns are functions of 
position and direction. It should also be noted that the discrete 
ordinate method and the PN method are difficult to solve for 
complex three-dimensional systems with unstructured mesh ele­
ments which contain specular surfaces. Also, these methods are 
not suitable for solving for the equilibrium temperature with a 
given heat transfer rate of the radiation element. 

The proposed method REM2 can be easily applied to the 
above mentioned complicated system. When one analyzes a 
radiation transfer with anisotropic scattering particles, there will 
be a trade off between accuracy and complexity in geometry 
and thermal conditions. 

Extinction, Absorption and Diffuse Scattering View 
Factors 

The authors have introduced absorption and diffuse scattering 
view factors for radiation transfer of diffuse and specular sur­
faces, in which specular reflection is not included in those view 
factors (Maruyama and Aihara, 1994). If one considers Eq. (7) 
and Fig. 2, it can be found that the isotropically scattered ray 
and transmitted ray through the radiation element can be treated 
in the same manner as those of diffuse reflection and specular 
reflection, respectively. Considering the radiation element i and 
j , as shown in Fig. 3, an extinction view factor Ffj is defined 
as: the fraction of radiation energy leaving radiation element i 
that is absorbed or isotropically scattered or diffusely reflected 
by the radiation element j . 

Considering Fig. 3 and Eq. (1), Ffj can be written as 

Ffj= f fi{S)A,{S)[\ -exp(- /3w5;)] 
•>47T 

X [1 - e x p ( - ^ 5 , ) ] ^ / ( 7 r A f ) (13) 

where 5} is the path length of a ray attenuated in the volume 
element j , and / /(f) is the fraction of the energy emitted from 
the element i in the direction of s which reaches the element j . 
The value of fi^Sj is much larger than unity for a surface element. 
Then, the absorption view factor Ffj and diffuse scattering view 
factors Ffj can be written as, 

f , f f . n?p?. 
F+.= ' '-1 FD • = > '•> <\A\ 

*'" ( i - n / ) ' -' ( i - n / r c 4) 

By introducing Ffj and Ffj, radiation transfer under arbitrary 
thermal conditions can be carried out as was shown in a previous 
report (Maruyama, 1993a). As shown in the following section, 
the present method can solve the radiation transfer equation 
including specular surfaces without difficulty by introducing the 
above mentioned view factors. 

For the calculation of view factors, surface elements and 
volume elements are treated separately in the zone method. It 
should be noted that the proposed method does not distinguish 
surface and volume elements by introducing Eqs. (7) , (10) and 
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Fig. 3 Extinction of radiation ray between elements /' and/' 

the above mentioned view factors, and generalized treatment 
can be achieved for both surface and volume elements. 

Radiation Transfer 
The above mentioned relations can be applied to radiation 

transfer at each wavelength. However, in order to simplify the 
problem, gray assumption is introduced in the following sec­
tions. An analogy from the previous work on radiation transfer 
between surfaces deduces the following relation of diffuse radi­
ant intensity: 

I? = e-ih,i + Q.?G,ln (15) 

where G, is the irradiance on radiation element i. The diffuse 
radiosity heat transfer rate QJti is expressed as 

Qj,t = Afrcl? = AfierfaTt + VtfG,) (16) 

where n is the refractive index of element ;'. The net rate of 
heat generation Qxl can be derived from the heat balance on 
the radiation element as 

Qxj =Afei(n
2aTf-Gi). (17) 

Consider the case that the system is constructed of JV volume 
and surface elements. Introducing the following heat transfer 
rates of irradiation energy QGi and emissive power QTi of the 
radiation element, 

fic-AfG,., G r , - Afc/rVT?, (18) 

then, Eqs. (16) and (17) can be rewritten as 

QJJ = Qn + I FftQjj, Qx, = Qn - I F%QJJ. (19) 
i=\ j=\ 

The heat transfer rate of emissive power QTJ or net rate of 
heat generation QXJ for each radiation element is given arbi­
trarily as a boundary condition. The unknown Qx,t or QTi can 
be obtained, respectively, by solving Eq. (19) using the method 
described by Maruyama (1993a). The relation between T,, qXJ, 

and QTi, QXJ are deduced from the following equations, respec­
tively. 

n2aTf _ Qri _ QXJ 

hi = = —R , qxj = — (20) 
7r tiirAi Vj 

When a system is composed of N radiation elements, N X N 
view factors are required. Hence, memory area and calculation 
time increase rapidly with increasing the element number N. 
Reduction of the number of radiation elements by excluding 
transparent spaces and perfect mirror surfaces was taken into 
account to reduce the number of view factors by Maruyama 
and Aihara( 1996). 

Too fine radiation elements do not guarantee accurate solu­
tions by the Monte Carlo method, the discrete ordinate method, 
and the proposed method because a very large number of ray 
emissions is required to obtain view factors. Hence, these meth­
ods need to give reasonably accurate solutions with rather coarse 
radiation elements for a complicated three-dimensional config­
uration in engineering use. The proposed method gives reason­
ably accurate solutions with a small number of elements as will 
be discussed in the following section. When one combines the 
proposed method REM2 with a finite difference analysis for 
convection heat transfer etc., re-definition of calculation meshes 
may be necessary with a proper interpolation between meshes 
or element values. 

Ray Emission Model 
Practical engineering elements can be described by numerous 

polygons and polyhedrons by applying general-purpose pre and 
post-processor packages for the finite element method. In order 
to utilize these tools, radiation elements are numerically mod­
eled by arbitrary triangles, quadrilaterals, tetrahedrons, wedges, 
and hexahedrons, as shown in Fig. 4. Let the surface areas of 
a polyhedron i be Aiik, and its normal unit vectors be nty, the 
projected area of the polyhedron is 

K 

At(s) = £ Ait sgn (niyi) 

sgn (x) - x for x > 0, sgn (x) = 0 for x s O (21) 

where K is the number of surfaces on a polyhedron (i.e., six 
for a hexahedron and one for a surface element). 

Then, A" is obtained by numerical integration of Eq. (10). 
The discrete directions of 3(0,, <f>j) were distributed uniformly 
over the entire solid sphere, or the weights of the discretized 
direction were set uniform. The following relation was adopted 
in the proposed method: 

6, = TT(J - 1)1 (N„ + 1), (i = 1.. . .No + 2) 

4J = 2-KR, +jAcf>,, ( ; = 1....N) 

A<t>, = lirIN,, N, = 2{Ne + 1) sin (0,)/i , 

(i = 2. ...Ne+ 1) (22) 

where Ne + 2 is the partition number of the polar angle 6, Nt 

is an integer rounded to the nearest whole number, and /?, is a 
random number in the range of 0 s S,- s 1 for a given 0t. 
Once Eq. (22) is determined, the relation is used for all radiation 
elements, so, the calculation time for the random numbers is 
minimized. The total number of emitted rays N,r and discrete 
solid angle Aw are 

N„ = 2+ X N, Aw = An/Nlr. (23) 

Figure 4 shows ray emission from various radiation elements 
when Ne - 4 and N„. = 33. Each ray starts at the intersection 
of fG + ts and the surface, where rG is a position vector of the 
centroid of the radiation element. 
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Fig. 4 Ray emission model of various shapes 

the number of emitted rays, the difference between A* and A, 
decreases rapidly. AR can be calculated accurately with a num­
ber of emitted rays as small as Ne = 5 (N,r = 45). 

Once AAR in Eq. (24) is specified for each element and 
direction, the ray is traced numerically according to a method 
similar to that reported in previous work (Maruyama and Ai-
hara, 1994a), and view factors mentioned in the previous sec­
tion are calculated. The radiation ray tracing method was used 
for directional control of radiation transfer by Maruyama 
(1993b), and can result in substantial savings in calculation 
time compared with the Monte Carlo method, as has been re­
ported by Hayasaka et a l , (1986). 

This procedure is similar to the one used in the discrete 
transfer method (Lockwood and Shah, 1981). However, the 
ray starts from the surface of a volume element, as shown in 
Fig. 4, according to Eq. (24) in the proposed method. This fact 
allows the generalized treatment of the surface and volume 
elements, and contributes to the accuracy of the ray emission 
model. 

Radiation Transfer of Simple Configurations 
The present method, REM2, was applied to a simple configu­

ration, as shown in Fig. 6. The participating medium is a rectan­
gular solid with T0 and T„ edge lengths. The medium does not 
generate heat, i.e., qx = 0. Two surfaces of the rectangular solid 
are covered with isothermal black plates at T, and T2. Four 
surfaces are covered with totally reflecting specular surfaces in 
order to express a one-dimensional plane parallel configuration. 
The body elements are divided into Nm elements whose optical 
thicknesses are A T . 

The dimensionless temperature distributions in the participat­
ing media are calculated, and are shown in Fig. 7 to verify the 
accuracy and the effect of element size. The aspect ratio and 
number of emitted rays are set at TJT0 = 1 and Ntr = 45, 
respectively. The present numerical results are compared with 
analytical solutions by Heaslet and Warming (1965). The pres­
ent results show good accordance with the analytical solutions 
even though the elements are optically as thick as A T = 2. 

The length of the arrows expresses the intensity defined as 

AAR = A(s)[l - exp(-AS)]Aw. (24) 

Each element is covered by equilateral triangles and squares 
with edges of unit length, and J3 is set at unity. The larger the 
surface element or volume element is, the greater the value of 
AA", as shown in Fig. 4. 

As shown in Eqs. (9) and (10), A" is equal to A, for the 
case of j3Si > 1. Calculated A" and geometrical A, for various 
shapes are compared for the optically thick case. The shapes in 
Fig. 4 are examined, and the deviation of A" from A, against 
the number of emitted rays is plotted in Fig. 5. The relation 
between Ne and N,r is also plotted in Fig. 5. Upon increasing 
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Fig. 5 Accuracy of effective radiation areas with number of emitted rays 
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Specular Surfaces 
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Fig. 8 Comparison of dimensionless heat flux through plane parallel 
Fig. 6 Calculation model of a rectangular solid participating medium participating media 
covered with surfaces 

As has been discussed in the previous report (Maruyama, 
1993a), the view factors obtained may not satisfy the reciproc­
ity rule. In order to improve the accuracy of numerical solutions, 
the extinction view factors Ffj and Ffj are corrected to satisfy 
the reciprocity rule using a method similar to that of Omori et 
al. (1992). The number of ray emissions in the present method 
is usually much larger than that used in the discrete ordinate 
method. 

The calculation in Fig. 7 is carried out for very large aspect 
ratio TJT0 = 100 to examine the effect of specular surfaces. 
The obtained results are almost identical with those for TJT0 

= 1. The radiant heat flux qR is compared with analytical solu­
tions by Heaslet and Warming (1965) in Fig. 8. The same 
configuration of Fig. 6 is applied to the numerical results. Figure 
8 shows good accordance with the analytical solution when A T 
is less than 0.5. However, large A T results in poor accordance 

1 . 0 

To = 10 

T ' 1 ' 1 r — 

Present Method 

o Nm = 10 _| 
r° = 1 0 A N m = 5 

Fig. 7 Comparison of dimensionless temperature distribution between 
analytical solution and the present numerical method 

for qR whose temperature distribution shows better accordance 
as shown in Fig. 7. 

The same calculation is carried out for a large number of ray 
emissions, N,r = 561, for A r = 0.5. As shown in Fig. 8, the 
results for Nlr = 45 and N,r = 561 are almost the same. Conse­
quently, the small number of ray emissions gives a more accu­
rate solution than the Monte Carlo method. The number of ray 
emissions is usually much larger than that used in the discrete 
ordinate method. The ray effect (Chai et al„ 1993), which 
causes errors in analysis of a complicated geometry by the 
discrete ordinate method, is minimized in the present method 
due to the large number of ray emission and the correction of 
view factors. 

The present method, REM2, has been applied to two-dimen­
sional square and three-dimensional cubic configurations. The 
obtained results were compared with the semi-analytical solu­
tion by Crosbie and Schrenker (1984) and the zonal analysis 
by Larsen and Howell (1985), respectively, and the results 
were presented elsewhere (Maruyama and Aihara, 1996). The 
numerical results by REM2 showed good agreement with the 
existing solutions. 

Radiation Transfer of an Arbitrary Configuration 
As an example of radiation heat transfer of an arbitrary con­

figuration, a cubic participating medium with a spherical cavity 
is considered. The cubic participating medium has edges of 
optical length 2r 0 (= 2), and has a spherical cavity of diameter 
To ( = 1). The surface of the spherical cavity is isothermal at 
the temperature of T, = 1000 K. Four of the outer surfaces are 
kept at T2 = 0 K. The other two surfaces are adiabatic. The 
albedo of the medium and diffuse reflectivity of the surfaces 
are set at 0.5. The heat generation rate of the participating 
medium is set at zero. 

Figure 9 shows a one-eighths symmetrical analysis model of 
the participating medium covered with opaque surfaces. The 
medium in Fig. 9 is divided into 136 polyhedrons. The opaque 
and diffuse surfaces are placed on the surface of the medium. 
Three totally reflecting specular surfaces of fts = 1 are placed 
to achieve the symmetry. The number of surface elements is 
140. 

Numerical analysis is carried out for the 276 radiation ele­
ments, and the number of ray emissions for each radiation ele­
ment is set at N,r = 45. The calculation time for the present 
case is 4.7 s (with one CPU) by a Cray YMP. 
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A general-purpose three-dimensional CAE package for finite 
element analysis is used for mesh generation of the radiation 
elements. There are almost no restrictions for modeling the 
radiation elements, and the surface and volume elements are 
not distinguished in the program. Hence, the present method, 
REM2, can be combined easily with conduction and convection 
heat transfer analyses. 

The dimensionless temperature distribution of the participat­
ing medium is shown in Fig. 10, where the contributions by 
the surface elements are omitted. Hence, temperatures on the 
surfaces of the medium are not equal to those of boundary 
conditions. The dimensionless temperature in Fig. 10 is defined 
as follows: 

Adiabatic Surface 

$ = TAI{T\ - 71). (25) 

The temperature of the media is the lowest near the edge 
where the low temperature surfaces intersect. On the surface of 
the spherical cavity, the temperature is the highest on the sur­
faces facing the adiabatic surface. However, it should be noted 
that, on the surface of the spherical cavity, the temperature is 
the lowest not on surfaces facing low temperature surfaces but 
on those facing the corner. 

The same analysis was conducted for the number of ray 
emissions N,r = 561, and a result almost identical to those for 
N,r = 45 is obtained. The Monte Carlo method usually needs 
an enormous number of ray emissions, more than 104, for each 
element. The proposed method can be applied to various prob­
lems. Furthermore, the method can be efficiently vectorized, 
and efficient calculation can be carried out using computers 
with vector processors. 

Conclusions 
The Radiation Element Method by Ray Emission Model, 

REM2, is proposed. This is a generalized method for participat­
ing media comprised of arbitrary polyhedrons and surfaces com­
prised of arbitrary polygons. Arbitrary thermal conditions can be 
specified for each radiation element by introducing extinction, 
diffuse scattering and absorption view factors, and effective 
radiation areas. 

The ray emission model shows a consistency with the analyti­
cal solutions for the optically thick limit and optically thin limit. 
The model can describe various radiation elements with a small 
number of emitted rays. The volume and surface elements can 
be treated in the same manner by introducing the generalized 
form of radiation energy and the effective radiation area. 

The present method is applied to a participating medium of 
rectangular solid covered with opaque surfaces, and the results 
are compared with analytical solutions of plane parallel config­
uration. The temperature distributions show good agreement 

7" = 1000 K 
_ 0 M: Participating 

"x ~ Medium 
QD = 0.5 

D: Diffuse 
Surface 
Q° = 0.5 

S: Specular 
Surface 
Qs= 1 

T =0K 

Fig. 9 One-eighths symmetric model of a participating cube with a 
spherical cavity covered with opaque surfaces 
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0.4 
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I 

Fig. 10 Dimensionless temperature distribution of a participating cube 
with a spherical cavity 

with analytical solutions. The heat flux through the media shows 
good accordance if the optical thickness of a radiation element 
A T < 0.5. However, the heat flux shows poor accuracy for 
large A T . 

Radiation heat transfer of a cubic participating medium with 
a spherical cavity covered with opaque surfaces is analyzed. A 
general purpose 3-D CAE package is used for mesh generation 
of the radiation elements. Hence, REM2 can be combined easily 
with conduction and convection heat transfer analyses. 

The temperature distribution of the participating medium 
shows good accuracy with a small number, i.e., 45, of rays 
emitted from each radiation element. This number is extremely 
small compared with that required by the Monte Carlo method. 
The REM2 can also be efficiently vectorized, and efficient calcu­
lation is expected using computers with vector processors. 
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Surface Temperature Profiles 
Due to Radiant Heating in a 
Thermocapillary Channel Flow 
Experiments were conducted to determine the temperature distribution at the surface 
of a thermocapillary channel flow generated by heating a shallow liquid layer locally 
from above with a radiant energy source. The measured temperature profiles are 
explained by an available nonlinear conduction model that incorporates the combined 
effects of thermocapillary and thermogravitational convection in shallow liquid 
layers. 

Introduction 
Problems related to the ignition of floating organic layers in 

waste tanks have stimulated the present interest in the heat-
transfer characteristics of surface-tension induced flows in a 
liquid layer heated from above by a sharply focused source. A 
recent comprehensive review by Ross (1994) documents very 
well the research on thermocapillary flow in shallow liquid 
layers heated from above by a stationary concentrated source 
or by a moving source (flame). Experimental and theoretical 
work have shown that the convective motion in the liquid layer 
is complex and involves a single eddy or multiple eddies within 
the vicinity of the heat source (Burgoyne et al., 1968; Glassman 
and Hansel, 1968; Sirignano and Glassman, 1970; Mackinven 
et al , 1970; Akita, 1973; Torrance and Mahajan, 1975; Di Blasi 
et al., 1990; and Fukano et al., 1990). Despite the complexity 
of the flow, it has been well established that the local rise in 
liquid temperature beneath the heat source results in a reduction 
in the surface tension and the surface flow of liquid away from 
the source. The liquid which flows from the heat source is 
replenished by a submerged, oppositely directed current of 
cooler liquid. Moreover, for sufficiently shallow liquid layers, 
thermogravitational forces play a relatively minor role in the 
liquid motion. 

Recently, Burelbach et al. (1996) reported a theory for the 
heat transported radially away from a circular heat source 
through a shallow liquid layer by thermocapillary and thermo­
gravitational convection. By first considering a radial segment 
of the axisymmetric flow field with the assumed characteristics 
of adiabatic horizontal boundaries (substrate and liquid surface) 
and a known surface temperature gradient, they derived a non­
linear Fourier-type heat-conduction equation having an effec­
tive thermal conductivity which incorporates the effects of both 
thermocapillary and thermogravitational flow. This heat flux 
"law" was then combined with a global energy balance, that 
accounts for heat losses off the surface of the liquid, to obtain 
an expression for the liquid-surface temperature rise beneath 
the heat source as a function of the physical properties of the 
liquid, the liquid-surface heat-transfer coefficient, and the 
strength of the source. The temperature rise experiments per­
formed by Burelbach et al. (1996) generally verify this expres­
sion. 

The effective thermal conductivity theory developed by 
Burelbach et al. (1996) is not only capable of predicting the 
temperature rise beneath the heat source but can be used to 
estimate the liquid surface temperature as a function of distance 
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from the heat source. The latter capability, however, has not 
yet been tested by experiment. The objective of this paper is to 
report experimental results obtained on one-dimensional ther­
mocapillary channel flow in which the liquid surface tempera­
ture profile is revealed and compared with the above referenced 
effective thermal conductivity theory. In the development of 
the theory the heat-source spatial distribution is regarded as a 
step function involving a finite uniformly heated zone adjacent 
to a semi-infinite unheated zone. 

Effective Thermal Conductivity Theory for Heat 
Transport Via Thermocapillary and Thermogravita­
tional Convection in an Open Channel Heated at its 
Closed End 

The previous analysis of cylindrically symmetric, combined 
thermocapillary and thermogravitational convection in a liquid 
layer subject to a local radiant heat source (Burelbach et al., 
1996) is extended here to x directional flow in a channel formed 
by two parallel walls at a distance W apart (see Fig. 1). The 
depth of the layer is denoted by the symbol 6. We focus our 
attention on sufficiently shallow layers (8 < W) such that the 
velocity profile does not depend on the z coordinate (see Fig. 
1). The channel is regarded as semi-infinite in length and the 
axial distance x is measured from the closed end of the channel. 
The surface of the liquid is exposed to a heat flux qa over the 
finite distance interval 0 < x < xa. The walls and base of the 
channel are assumed to be adiabatic surfaces. The heat gained 
by the liquid is given up to the overlying atmosphere by surface 
cooling within the finite interval x0 < x < x«, at a rate given by 
Newton's law of cooling, h{T - Tx), where T is the local 
temperature of the surface of the liquid, T„ is the temperature 
of the atmosphere, and h is an effective, constant heat transfer 
coefficient which accounts for both free convection and radia­
tion heat transport off the surface of the liquid. The location x 
= xx (not shown in Fig. 1) is where the surface temperature T 
is reduced to the ambient temperature T„ (see below). 

The choice of a constant heat transfer coefficient over the 
free surface outside the heated zone could be regarded as an 
oversimplification considering the complex flow pattern created 
in the gas space by the outward thermocapillary flow of the 
liquid surface and the inward buoyancy induced flow estab­
lished by the heat source. Nevertheless, this ' 'type'' of oversim­
plification has been used successfully in numerous applications 
involving complex flow patterns over heat-transfer surfaces. 
Consider, for example, the now-classical fin problem. The justi­
fications for a constant h are: (i) it is standard engineering 
practice when confronted with complex geometries; (ii) it is in 
line with our objectives of developing a practical model for fire 
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Fig. 1 Schematic diagram of semi-infinite liquid layer in a channel subject to a surface heat flux at the 
closed end. The countercurrent, horizontal velocity profile is produced by combined thermocapillary and 
thermogravitational convection. 

safety engineers; and (iii) it results in good agreement with the 
temperature rise measurements. 

Much like the case of the cylindrically symmetric liquid layer 
(Burelbach et al., 1996), the horizontal heat flow q away from 
the heat source due to both thermocapillary and thermogravita­
tional convection is assumed to be given by 

q = -kt 
dJ 

dx 

where ke is the effective thermal conductivity given by 

, pcp(a')26U, . 7 „ . 1 9 

moan2 1 + — Bo + - ^ - Bo2 

24 864 

(1) 

(2) 

The symbols are defined in the nomenclature section. The reader 
should consult Burelbach et al. (1996) for the derivation of Eq. 
(1) and a discussion of its validity when applied to macro-scale 
thermocapillary and thermogravitational flow fields. Suffice it 
to say here that for typical liquid fuels, Eq. (1) is valid as long 
as the layer thickness 6 is less than about 6 mm. 

We can now solve for the variation of surface temperature 
with distance x along the length of the channel shown in Fig. 
1 by assuming that the axial heat flow in the positive x direction 
follows Eq. (1) . A thermal energy balance on a segment dx of 
the liquid layer beneath the heat source results in 

d_ 

dx 

dTx 

dx 
-%- 0<x<xo. (3) 

0Ke 

Similarly, an energy balance for a segment of the layer in the 
surface cooling (unheated) region is 

d_ 

dx 

dT2 

dx 
= — {T2~ T„) 

6k. 
x0 < x < x» (4) 

In the above differential equations, Ti(x)is the surface tempera­
ture distribution at the surface of the liquid layer under the 
heater, and T2(x) is the surface temperature distribution at the 
surface of the liquid layer outside the heated zone. At the inter­
section of these two zones we have the boundary conditions 

T, =T2 
dT\ 

dx 
dT2 

dx 
at (5) 

At the closed end of the channel (x = 0) there is no heat flow 
in the horizontal direction, and the liquid surface temperature 
achieves its maximum value rmax. At this location the boundary 
conditions are 

dx 
= 0 at 0. (6) 

Note that !Tmax is an unknown quantity that we seek to determine 
as part of the solution. Far from the heat source at x = *co, we 
have the boundary conditions 

T2 = T„ 
dT2 

dx 
= 0 at (7) 

It is known that surface tension effects are generally of finite 
extent so that the liquid surface temperature T will be reduced 
to the ambient value T«, at the location x = x*. This location is 
unknown and must be determined as part of the solution. 

Unlike the axisymmetric flow case treated previously (Burel­
bach et al., 1996), Eqs. (3) and (4) for one-dimensional channel 

Nomenclature 

Bo = bond number (gp/362/a') 
cp = specific heat of the liquid 

CP,S = specific heat of air 
D = binary diffusion coefficient for do-

decane vapor in air 
g = gravitational acceleration 
h = heat transfer coefficient for surface 

cooling 
hfg = latent neat of evaporation of dode-

cane 
ke = effective conductivity transport co­

efficient 
q = heat flux transmitted horizontally 

through the liquid layer 
q„ = heat flux transmitted from heater 

to the liquid layer 
Rt = ratio of evaporative to radiant 

fluxes defined in Eq. (14) 

R2 = ratio of evaporative to convective 
fluxes defined in Eq. (15) 

T = surface temperature 
m̂ax = maximum liquid temperature 
T„ = ambient temperature 
W - width of channel 
x = horizontal coordinate in the direc­

tion of flow 
x0 = length of heated zone 
Xoo = location far from heater at which 

T= r„ 
Feq = dodecane vapor mass fraction in 

equilibrium with its liquid 
z = coordinate perpendicular to flow 

direction 

Greek Letters 

a = thermal diffusivity of liquid 

ag = thermal diffusivity of air 
P = liquid volumetric expansion 

coefficient 
6 = layer thickness (depth) 
(i = absolute viscosity of liquid 
p - density of liquid 
a = surface tension 

a' = absolute variation of a with 
temperature, \da/dT\ 

Subscripts 
1 = under the heater 
2 = outside the heated zone 
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flow can be integrated analytically, and the resulting closed 
form expressions for the liquid surface temperature versus dis­
tance from the closed end of the channel are 

r> =r--! ( t ) ' v (8) 

for the temperature profile in the heated zone and 

T' - W ( f r-H£)'"<'-4 <" 
for the temperature profile in the unheated zone. The expres­
sions for rmax and x» are 

The first term on the right-hand-side of Eq. (10) represents 
the dimensionless temperature decrease in the heated zone (0 < 
x < x0), while the second term is the dimensionless temperature 
decrease in the unheated zone (x0 < x < x„). In most practical 
applications, the temperature decrease in the heated zone is 
small compared with that in the unheated zone. Equation (11) 
yields the distance xx beyond which the thermal effects of the 
heater are no longer felt by the liquid. 

Experimental Apparatus and Procedure 

Figure 2 illustrates the experimental apparatus. The channel 
was constructed from a flat plastic strip measuring 1 cm thick 
X 5 cm wide X 50 cm long. A 6.4 mm deep flat-bottomed 
channel was cut along the centerline on the upper face. This 
channel measured 1.3 cm wide and 42 cm long. A small hole 
was drilled through the channel bottom at one end to allow a 
thermocouple (TCI) to pass through from below. Five other 
thermocouples (TC2 through 6) were placed in the channel 
from above. Of these five, only TC6 was not fastened in place; 
this thermocouple was manually translated to measure tempera­
tures along the channel. The plastic substrate was encased in 
rigid foam insulation so that only the channel cut out was ex­
posed. Two thermocouples (TC7 and TC8, not shown in Fig. 
2) were embedded in the bottom insulation layer directly below 
TC2. These thermocouples were used to estimate downward 
heat losses. 

The channel assembly was fastened to a wood block which 
in turn was attached to a metal support plate. Positioning screws 
in the support plate were used to level the channel. Dodecane 
was then added to the channel until the layer depth was about 
2.5 mm. The six surface thermocouples were then adjusted so 
that their tips just contacted the liquid surface midway between 
the channel walls. 

The small, calibrated radiant heater previously used by Burel-
bach et al. (1996) was used as the heat source for the channel 
tests. A small aluminum foil screen was placed between the 
heater coil and the target liquid to restrict the effective radiant 
heat transfer area. A rectangular cut out in the foil screen pro­
vided for a 5 mm long heated zone which extended across the 
1.3 cm wide channel and which was centered above thermocou­
ple TCI. Note that the 42 cm long channel used in the experi­
ments may be regarded as semi-infinite in the sense that this 
length exceeds x„ for all the test conditions investigated. Uncer­
tainty in the effective heater power is estimated at ±ten percent 
based on scatter in the calibration data. The degree of uniformity 

of the source heat flux was not determined, as such measure­
ments are difficult and would have required a separate labora­
tory program. Since the size of the heated zone is so small 
compared with the length of the unheated thermocapillary flow 
zone, the degree of uniformity of the source is not an important 
factor in terms of predicting the liquid surface temperature pro­
file. 

Four tests were performed by first setting the electric heater 
to the desired power level and then waiting for the system to 
approach steady state, as determined from the surface tempera­
ture histories. Up to 7000 seconds were typically required for 
the measured temperatures to "level out" to steady conditions, 
and some temperatures were still increasing gradually at the 
time of our subjective steady-state determination (see below). 
Concern over layer thinning (due to evaporation or capillary 
losses via wicking up the channel walls) precluded a more 
prolonged test duration. Steady surface temperature profiles 
were recorded using TC6 by traversing the length of the channel 
and measuring temperatures at 2.5 cm intervals. 

In some cases, the temperatures measured during the traverse 
with TC6 were observed to be several degrees lower than tem­
peratures measured with the fixed thermocouples at the same 
axial location, particularly at locations near the heated region. 
This bias error was within ten percent of the local surface tem­
perature rise as determined from the fixed thermocouples, which 
were generally considered to be more accurate due to their 
better positioning at the liquid surface. Where possible, fixed 
thermocouple readings were used in reporting measured temper­
ature profiles. Precision error in the measured surface tempera­
ture rise is estimated to be as much as ±1.5°C, or generally 
within ±ten percent, due to residual system unsteadiness and 
fluid instabilities. 

Downward heat losses were estimated using temperature 
readings from TC7 and TC8 which were embedded in the insu­
lating layer beneath the channel and were vertically separated 
from each other by 3 mm of ceramic wool. Both thermocouples 
were located 2.5 cm from the center of the heated zone, directly 
beneath TC2. The surface (upward) temperature difference, 
ATUp = TC2-r„ , and the downward temperature drop, ATdri = 
TC7-TC8, were recorded near steady state for each run. In 
general, AJd„ was about ten percent of A7*up. Assuming that 
the thermal conductivity of the insulation is close to that for 
air, say 0.03 W m"1 K " \ and taking the upward facing natural 
convection heat transfer coefficient to be h = 25 W m2 K1 

(see below), this leads to estimates of the upward and down­
ward heat fluxes. In all cases, the downward heat losses are a 
small fraction (about four percent) of the natural convection 
heat losses off the liquid surface. It is therefore inferred that 
steady state heat losses across the channel insulation are negligi­
ble—consistent with the boundary conditions assumed in the 
effective thermal conductivity theory. 

The layer thickness, <5, was measured both before and shortly 
after each test with a vertically translating temperature probe 
(namely TCI) . This technique was used previously by Burel-
bach et al. (1996). The maximum error in measuring the layer 
thickness is estimated to be ±0.05 mm, this accounts for the 
uncertainty in both the substrate and the free surface positions. 
It was observed that the layer thickness decreased during each 
test. This is believed to be due to evaporation and capillary 
wicking of fluid up the channel walls, particularly near the 
heater. Residual surface temperature variations after each test 
may also have contributed to local thinning via thermocapillary 
forces. Layer thicknesses reported in Table 1 represent arithme­
tic averages of the measurements taken before and after each 
test. The decrease in 6 amounted to about 0.1 mm in each case, 
or roughly four percent. The theory suggests that measured 
temperatures are not particularly sensitive to this level of uncer­
tainty in S. 

Knowledge of the effective heat transfer coefficient for com­
bined natural convection and thermal radiation off the liquid 
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surface is required in order to test the theory against the experi­
mental data. The source heat emission rate must equal the rate 
at which the liquid loses heat to the overlying gaseous ambient 
outside the heat impingement zone, or 

xaqc -r h[T - T„]dx. (12) 

An effective mean value of h can be estimated by removing h 
from the integrand to obtain 

h XA. 

f 
(13) 

(T- T„)dx 

The integral was evaluated from the measured liquid surface 
temperature versus distance profiles, and the heat transfer coef­
ficient was determined to be in the range 23-28 W nT2 K"1. 

The root-sum-square method (Kline and McClintock, 1953) 
was used to perform an uncertainty analysis of the experimental 

Table 1 Summary of channel convection experiments 

Test ID# 1 2 3 4 

q0 (kW m"2) 8 16 18 31 

S (mm) 2.6 2.6 2.5 2.5 

h (W m"2 K"1) 23 25 28 28 

Too ( "Q 20 19 20 20 

Tmax" T . CQ 
experiment 
theory 

18 
22 

28 
33 

30 
35 

42 
50 

measurements. Expressing the results in the dimensionless form 
suggested by Eq. (10) leads to an uncertainty of up to 18 percent 
in the quantity h(Tmax - T„)/q„ and up to 28 percent in the 
quantity x^h l(ke8ql) for fixed h as defined above. 

Experimental Results and Discussion 

Table 1 summarizes experimental conditions for four tests 
using dodecane layers of about 2.5 or 2.6 mm thickness and 
source heat fluxes ranging from 8 to 31 kW m~2. Also shown are 
measured peak surface temperature differences and temperature 
differences predicted by Eq. (10) using dodecane properties at 
30°C, and the heat transfer coefficients inferred from the data. 
The theory overpredicts the maximum temperature rise data by 
about 20 percent. Thus, the theory provides a conservative but 
reasonably accurate equation for estimating the potential for 
liquid fuel layer ignition (by comparing Tmax with the fuel's 
flash point temperature). 

Figure 3 compares measured and predicted surface tempera­
ture profiles using Eqs. (8) and (9) for each test. The typical 
uncertainty in the temperature rise measurements (about ± 1CC) 
is shown as a single error bar. The nearly identical results for 
tests 2 and 3, which had similar layer thicknesses and imposed 
heat fluxes, illustrate good experimental reproducibility. Figure 
3 indicates good agreement between theory and experiment in 
the region away from the heater. However, the theory consis­
tently overestimates the measured temperature in the vicinity 
of the heated zone by about 11 percent. 

At first glance, one may opine that evaporation cooling is 
responsible for this discrepancy in the vicinity of the heater. 
This idea may be tested by comparing the heat flux "absorbed" 
by surface evaporation with the heat flux q„ from the radiant 
energy source. The ratio of these heat fluxes is 
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Fig. 3 Comparison of measured temperature profiles with effective con­
ductivity model. The dashed and solid curves represent model predic­
tions. 
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hfgYeqh(D/ag)

2n 

Cp,s1o 
(14) 

where hfg is the latent heat of evaporation of dodecane (3.4 X 
105 J kg" ' ) , D is the binary diffusion coefficient for the dodec­
ane vapor/air pair (5.5 X 10~6 m2 s"1), cP:g is the heat capacity 
of air (103 J kg"1 K"1) , ag is the thermal diffusivity of air (2.2 
X 10 ~5 m2 s"1), 7e(1 is the dodecane vapor mass fraction in 
equilibrium with its liquid (0.013 at 60°C), h is the heat transfer 
coefficient for surface cooling (^25 W m"2 K"1) , and q„ is 
the radiant energy source (^2 X 104 W m~2). Equation (14) 
for Ri was derived by using the Chilton-Colburn heat-mass 
transfer analogy to eliminate the mass transfer coefficient in 
favor of the heat-transfer coefficient h. R{ is of the order 10~3. 
Indeed, surface evaporation effects beneath the heater are negli­
gible. The region outside the heated zone may be similarly 
evaluated by comparing the heat flux absorbed by surface evap­
oration with the convection heat flux, h (T - Ta), off the surface 
of the film. The ratio of these fluxes is 

/?,= %g^eq 

cP,s{T - r . ) 
D 

(15) 

R2 is at most 0.05 (at 60°C). Thus, temperature reductions due 
to surface evaporation are acceptably small outside the heated 
zone. 

The flattening of the temperature profile in the vicinity of the 
heater is likely due to the cold return flow of liquid rising up 
in this region. This recirculation phenomenon is not included 
in the effective thermal conductivity model and is probably 
responsible for the discrepancy in TmM between the model and 
the experimental data. Also, according to the theory, the layer 
thickness 6 in the experiments was small enough to neglect 
thermogravitational effects; that is, Bo in Eq. (2) is small com­
pared with unity. The maximum increases in surface tempera­
ture measured or predicted by Eq. (10) are one order of magni­
tude less than those predicted by considering only molecular 
conduction through the liquid layer. This indicates the vital role 
played by thermocapillary convection in preventing the heating 
of a shallow fuel layer to its ignition point. 

Conclusions 
We have experimentally determined the surface temperature 

distributions in locally top-heated thin liquid layers. The con­
figuration investigated was that of a one-dimensional channel 
with large lateral extension relative to the thickness of the layer 
and with thermally insulated bottom and side walls. Thus, the 
heat gained by the liquid at one end of the channel via a concen­
trated heat source was lost to the ambient through the free liquid 
interface. This situation is of interest for its relevance to the 
ignitability of a pool or channel of liquid fuel. The measured 
surface temperature distributions are in good agreement with an 
effective conductivity theory of thermocapillary flow in shallow 
liquid layers. 
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Nucleate Pool Boiling Heat 
Transfer Coefficients of Distilled 
Water (H20) and R-134a/0il 
Mixtures From Rib-Roughened 
Surfaces 
Measurements of pool-boiling heat transfer coefficients in distilled water and R-134a/ 
oil mixtures with up to 10percent (by weight) miscible EMKARATE RL refrigeration 
lubricant oil are extensively studied for a smooth tube and four rib-roughened tubes 
(rib pitch 39.4 mm, rib height 4 mm, rib width 15 mm, number of rib element 8, rib 
angle 30 deg-90 deg). Boiling data of pure refrigerants and oil mixtures, as well 
as the influences of heat flux level on heat transfer coefficient, are presented and 
discussed. A correlation is developed for predicting the heat transfer coefficient for 
both pure refrigerants and refrigerant-oil mixtures. Moreover, boiling visualizations 
were made to broaden our fundamental understanding of the pool boiling heat transfer 
mechanism for rib roughened surfaces with pure refrigerants and refrigerant-oil 
mixtures. 

1 Introduction 
Many water chillers of the centrifugal type have evaporators 

utilizing a flood type of operation whereby the water is circu­
lated through the tubes and refrigerant is evaporated on the 
shellside of the tubes. While designing the evaporator of such 
a system, one must be able to accurately predict the boiling 
heat transfer coefficients of the refrigerants used. However, the 
fluids being circulated in these refrigeration systems generally 
are not pure refrigerants, but are refrigerant-oil mixtures. Even 
with pure liquids the prediction of the boiling heat transfer 
coefficient is difficult because the boiling phenomenon is rather 
complex. The addition of a miscible liquid to the pure fluid 
further complicates the problem by producing an extremely 
complex process when compared to those with the pure fluid. 
Today, the design of compact evaporators almost always in­
volves the use of enhanced surfaces. Many data exist on pool 
boiling heat transfer from smooth and enhanced surfaces for a 
wide variety of pure refrigerants (e.g., Thome, 1990; Pais and 
Webb, 1991). For low integral-fin tubes (748-1575 fpm), typi­
cal enhancements of up to four have been obtained by Webb 
and Pais (1992). 

The influence of oil on the heat transfer performance of evap­
orators has been studied as early as 1955. Researchers have 
sought to understand the effects of small oil concentration's on 
pool boiling of refrigerant-oil mixtures on smooth surfaces, and 
more recently on enhanced surfaces. The literature dealing with 
the effect of oil concentrations on boiling of refrigerants and 
refrigerant-oil mixtures in pool boiling is quite limited, espe­
cially for proposed alternative refrigerants. A limited range of 
studies (e.g., Chongrungreong and Sauer, 1980) has shown that 
the nucleate boiling heat transfer coefficients decrease with in­
creasing oil concentration; however, Dougherty and Sauer 
(1974) found that at low oil concentration ( S 3 percent), the 
heat transfer coefficients actually increased compared to the 
pure refrigerant data. Recently, Memory and Marto (1992) stud-
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ied the effect of oil on nucleate boiling using R-114 as the test 
fluid on six enhanced tubes including a porous coated copper-
nickel tube. They also reported a significant degradation with 
oil contamination. At 100 kW/m2 a small increase in the perfor­
mance of all low integral-fin tubes for a 3 percent oil contamina­
tion was also reported. Further oil increase led to a decrease in 
the heat transfer coefficient. 

In recent years, environmental concerns over the use of CFCs 
as working fluids in refrigeration and air-conditioning plants 
have led to the development of alternative fluids. Among these 
alternatives, R-134a is seen as a replacement for the commonly 
used CFC-12. Moreover, considerable recent effort has been 
made in finding ways to design more compact and efficient 
evaporators for the process and refrigeration industries based 
on CFCs. 

The objective of this paper is to enlarge the pool boiling data 
base for alternative refrigerants by providing heat transfer data 
for distilled water (H20) and R-134a/oil mixtures from a vari­
ety of smooth and rib-roughened enhanced surfaces and, further­
more, to develop a correlation suitable for the present enhanced 
geometry and to examine the mechanisms controlling nucleate 
boiling of refrigerant-oil mixtures. 

2 Experimental Setup and Procedure 

2.1 Test Facility and Test Section. The experimental ap­
paratus for the study is shown in Fig. 1. It consists of a cylindri­
cal stainless steel pressure vessel volume of(7r/4)(21.6)2 X 
(40) cm3, a stainless steel side panel provided with ports for 
electric wires, pressure gauge and thermocouples, a vacuum 
pump, a reflux condenser, auxiliary heaters (or thermostat 
baths), and a test section support. Insulation was peripherally 
provided on the outside of the tank; the side windows were 
made of quartz glass placed midway for visualization. The evap­
orator tube was designed to simulate a portion of a typical 
tube in refrigerant-flooded evaporator. It was fabricated from a 
copper tube. The tube specimen is soldered to a flange at one 
end of the tank. The copper tubes were 27 mm in diameter over 
the ribs with an inner diameter of 11 mm. Each cartridge heater 
was 350 mm long (actual heated length is 330 mm) and 10.95 
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Fig. 1 Pool boiling apparatus setup 

mm in diameter with a maximum power output of 2 kW and 
was inserted in the copper tube. The detailed description of 
insertion of the cartridge heater can be found from Hsieh and 
Hsu (1994). The test section included both smooth and rib-
roughened surfaces with rib angles of 30 deg, 45 deg, 60 deg, 
and 90 deg. The dimensional specifics are given in Table 1. 
Also shown in Table 1 is a detailed sketch of the rib-roughened 
test section. 

Four thermocouples were equally spaced circumferentially at 
the middle of the test roughened surfaces which have been 
proved to give a good accuracy of average wall temperature. 
Calibrated Chromel-Alumel thermocouples (within ±0.3°C) of 
diameter 0.12 mm were employed to measure the wall tempera­
ture. To minimize longitudinal heat conduction, silicon rubber 
and Devon five minute epoxy glue, mixed with polystyrene 
foam, was applied to the ends of the thermocouples for use with 

water and R-134a, respectively. The liquid temperature in the 
evaporator was measured by two thermocouples placed close 
to the free surface of the liquid. The temperature difference 
between these two points was between ±0.1°C at the maximum 
power input. Another thermocouple was used to measure the 
vapor temperature and was positioned midway along the evapo­
rator, about 15 mm above the liquid surface. 

2.2 Working Fluid Used. The working fluid used in the 
present experiments was distilled water (H20) and R-134a for 
which up to 10 percent (mass fraction) of ICI EMKARATE 
RL refrigeration lubricant oil was added. The properties of the 
oil were measured by ICI, and estimated where appropriate. 
The oil properties are listed in Table 2. The oil-refrigerant mix­
tures were prepared on a weight basis by weighing precalculated 
amounts of each pure component to give the required weight 
percent for the mixture. The volume fraction was determined 
from the weight percent by 

<t>/ = 
Wf/pf 

wflpf + w0lp„ 
(1) 

The physical properties of the distilled water (H20) and R-
134a mixtures were estimated using the following interpolation 
formula obtained from Bell et al. (1987): 

Wf_ Wo 

P Pf Po 

Cp = wfCp/ + w0Cpo 

I = il + £̂ 

a = of + (a0 - tjf)iw„ 

k = kf\vf + kaw„ - 0.72(ka - kf)w0wf 

(2) 

(3) 

(4) 

(5) 

(6) 

2.3 Experimental Procedure. Prepared test sections 
were cleaned with chlorinol and water and finally, with acetone. 
The tank was cleaned with acetone before each run. Once the 
evaporator tube was installed, the system was evacuated to a 
pressure of about 30 Pa. If no leaks were detected over a 24 
hour interval the evaporator was charged with the working fluid 
from the reservoir to a level of 50 mm above the top of the 
tube. This resulted in a vapor pressure of 101.3 kPa (distilled 
water) and 343.06 kPa (R-134a), respectively. 

The power was given to the pool to degas the test fluid, H20 
and R-134a, at heat flux of 35 kW/m2 for 3.5 hour and 1.5 hour, 
respectively. For the pure refrigerant, saturation temperature at 
the measured pressure was compared to the pool temperature 
measured by the thermocouple. The power supplied to the test 

Nomenclature 

A = heat transfer area 
b = [2a/g(pL — pv)]1'2 Laplace con­

stant 
Cp = specific heat 
d\ = outside diameter of test tube 
di = base diameter 
de = equilibrium break off diameter (de 

= 0.146/36), in Fig. 5 
H = rib height 
h = heat transfer coefficient 

hLV = latent heat 
hQ = heat transfer coefficient for W„ = 

0 percent 
h„ — heat transfer coefficient for smooth 

tube 
k = thermal conductivity 

L = length of test tube 
N = number of ribs 
P = pressure 

Pc = critical pressure 
P' — boiling pressure in Fig. 5 
p = pitch of rib 
Q = heat transfer rate 
q = heat flux (Q/A) 

#down = decreasing heat flux 
gup = increasing heat flux 

T = temperature 
AT = temperature difference 
W = width of rib 
W0 = oil concentration by weight 
a = thermal diffusivity 
P = contact angle (35 deg) 

w = mass fraction 
6 = rib angle 
ji = viscosity 
v = kinematic viscosity 
p = density 
a = surface tension 
(j> = volume fraction 

Subscripts 
avg = average 

/ = refrigerant 
L = liquid 
o = oil 

sat = saturation 
V = vapor 
w = wall of tube 

Journal of Heat Transfer FEBRUARY 1997, Vol. 1 1 9 / 1 4 3 

Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 The dimensions of test tube 

W/;/m | W77A copper tube 

test tube detail 

I—| cartridge heater 
— (10.95 mm i.d.) 

Unit:mm 

test tube 
e 

d, 
(mm) 

d2 
(mm) number of rib P 

(mm) 
W 

(mm) 
H 

(mm) 
A 

(mm2) 

smooth 27 — — - - - 27992 
30° 27 19 8 39.4 15 4 38292 
45° 27 19 8 39.4 15 4 32787 
60° 27 19 8 39.4 15 4 29973 

90° 27 19 8 39.4 15 4 27502 

Note:"_" means data not applicable 

section was gradually, and slowly, reduced zero. The test pool 
was maintained close to the saturated temperature with an auxil­
iary heater for about 30 minutes; then it was switched off to 
minimize convective effects. The heating power supplied to the 
test section was slowly and gradually increased to nearly 50 

Table 2 Typical properties of EMKARATE RL refrigeration lubricants 

characteristic value 

ISO viscosity grade 68 

viscosity (cSt) 
at 40°C 74.1 
at 100°C 10.1 
at -20°C 7356 

viscosity index 118 

pour point (°C) -35 

specific gravity at 15°C 0.979 

density at 15°C(g/ml) 0.978 

flash point (°C) 246 

acid value (mgKOH/g) <0.05 

miscibility 
10% lube in Rl34a 
>80°C high 
-3°C low 

surface tension at 21°C 
(N/m) 0.028 

specific heat at 21°C 2.008 
(kJ/kgK) 

thermal conductivity 0.1237 
(W/mK) 

kW/m2. Both increasing and decreasing heat flux data were 
taken in order to observe boiling hysteresis. For the decreasing 
data, the heat flux was reduced from 50 kW/m2 in pre-deter-
mined steps by means of a variac. It generally took about 30 
minutes to achieve steady conditions after the power level was 
changed. 

During all the tests, the saturation temperature was kept near 
99.9°C (water) and 4.4°C (R-134a), respectively. The liquid 
level was kept approximately 50 mm above the test tube. All 
the data were obtained and reduced with a computer-controlled 
data acquisition system. Once the pure refrigerant test was com­
pleted, oil was added to establish the required concentration. 
When the required oil concentration was reached, the power 
input was increased to the highest flux and the system was again 
allowed to boil and mix for one hour. The test procedure is 
described for the pure refrigerant case only. Additional amounts 
of oil were added in succession to obtain the desired concentra­
tion for each run. 

2.4 Precautions Taken during Experiments. In measur­
ing boiling heat transfer coefficients, great care must be exer­
cised to ensure good accuracy. The following list are those 
precautions: 

1 The pool temperature was compared to the saturation tem­
perature corresponding to the measured saturation pres­
sure for pure refrigerants. This ensures that there are no 
noncondensibles in the system. It also verifies that there 
is no subcooling in the liquid pool within ±0.2°C. 

2 The heater was tested for circumferential uniformity of 
heat flux. To smooth out any nonuniformities in the heat 
flux caused by the cartridge heater, a copper sleeve with 
the aforementioned two-walled sink compound was used 
inside the test tube into which the cartridge heater was 
inserted with a tight mechanical fit. The outer diameter 
of the sleeve was machined to the inside diameter of the 
test tube. Its center was bored out to accommodate the 
cartridge heater. 

3 To ensure that the correct wall temperature was measured, 
a tightly-pressed thermocouple was put onto the wall of 
a sleeve insert with thermal jointing compound applied 
to the tube. The variation of the thermocouple reading 
was found to be less than 0.1°C. 
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The average wall temperature was used to define the heat 
transfer coefficient; it is defined as the average value of the four 
wall thermocouples. The heat flux is based on the heated area 
of the tube which was in contact with the liquid. 

3 Data Reduction and Uncertainty Analysis 
For each power input, the heat transfer coefficient was calcu­

lated on the basis of bulk fluid saturation temperature, tube heat 
flux, and the average of the four tube wall temperatures. The 
heat transfer coefficient at each power input was then calculated 
as follows: 

100000 

h = Q (7) 
[A(ravg - r , . ) ] 

where A is the heated area of the tube and defined as: 

A=NXnX [Wxdx + (p-W)Xd2 

+ 0.5(d, Xdx-d2X d2)/sin 0 + 2 X d2 X H X cot 9} 

+ (17.5 - Q.5W) X ix X d2. 

One thing that needs special mention is that of TSM. The present 
Tm is defined as the measured temperature of the saturated 
fluid/oil mixture. This indicates that the oil-free and mixture 
heat transfer coefficient are consistent on the same reference, 
and could be compared at the same refrigerant temperature (e.g., 
Memory et al., 1993). 

The uncertainty in the experimental data was estimated using 
a propagation of error analysis. The uncertainty in the wall 
superheat was dominated by the uncertainty in the wall tempera­
ture measurements. The values of the four wall temperatures 
were recorded and compared to examine variations caused ei­
ther by nonuniformities in the cartridge heater or by the test 
tube soldering and assembly procedure. The maximum variation 
of the four measured wall temperatures was ±0.5°C at the maxi­
mum heat flux ( s 5 0 kW/m2) and ±0.1°C at the minimum heat 
flux ( s0 .8 kW/m2). The uncertainty in the saturation tempera­
ture was estimated to be less than ±0.1°C. These caused the 
uncertainty of the corresponding wall superheat (Tw - Tm) to 
be within ±14 percent at low heat flux and within ±2 percent 
at high heat flux. The heat flux accuracy was ±0.01 kW/m2 at 
the minimum heat flux of 0.8 kW/m2. Based on these uncertain­
ties, it indicates the uncertainty of the wall heat transfer coeffi­
cient to be about ±16 percent at q ss 0.8 kW/m2 and ±3 percent 
a t ? s 50kW/m2 . 

4 Results and Discussion 

More than 50 test runs were performed on smooth and rib-
roughened tubes in saturated distilled water and R-134a with 
oil concentration. Some of these tests were repeated after several 
months to verify the reproducibility. The repeated data agreed 
well and were within the previously mentioned experimental 
accuracy. 

4.1 Boiling Characteristics. 

4.1.1 Pure fluids. The present data were all taken at a 
saturated temperature of 99.9°C for distilled water and 4.4°C 
for R-134a. Oil concentrations (W„) of 0 (i.e., pure fluid), 2, 5 
and 10 percent by weight were used. Figure 2 shows the data 
taken for smooth and rib-roughened tubes with rib angles of 30 
deg, 45 deg, 60 deg, and 90 deg for distilled water and R-134a. 
Both increasing and decreasing heat flux modes were conducted. 
There was hysteresis in the measurements of wall superheat in 
each case. The incipient boiling condition is indicated by a 
change in slope when heat flux is plotted versus AT and it is 
given by an arrow shown in Fig. 2. It can be seen that for all 
conditions of heat flux for various tubes for pure fluid, the data 
with roughened surfaces showed a significant improvement in 
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Fig. 2 Comparison of smooth tube/roughened tube for H20 and R-134a 

heat transfer, especially for a rib angle of 45 deg (in distilled 
water) and 30 deg (in R-134a). A line representing the correla­
tion developed by Junkhan and Bergles (1976) for distilled 
water and R-134a for natural convection from a horizontal cylin­
der is also shown. Generally, at low heat flux, heat transfer was 
by natural convection with two stray data points that are way 
to the left in Fig. 2 (a ) ; it was found that they were due to the 
pool convection induced by the auxiliary heaters. As the power 
to the test section was increased, bubble activity was observed 
within the rib channels or nucleation sites for the smooth tube. 
At a heat flux of q = 45 kW/m2, the rib-roughened enhance­
ment was 1.56, 2.46, 1.39, and 1.25 for 30 deg, 45 deg, 60 deg, 
and 90 deg rib angles. The present data for pure distilled water 
were in general agreement with the data for GEWA K tubes of 
Ayub and Bergles (1987), which is shown in Fig. 2(a). 

Taking careful examination, it is found that a larger incipient 
boiling superheat is required for the smooth tube ( s 5 K) and 
a smaller one for the 45 deg ( s 3 K) rib angle; the rest of the 
rib angles are located in between. However, the R-134a data, 
shown in Fig. 2(b), indicate a larger AT (s6 K for 45 deg rib 
angle, for instance) in every case. This most likely occurs be­
cause of the high wettability of R-134a, compared to the dis­
tilled water, on roughened surfaces; the large cavities become 
flooded with liquid and higher superheats are needed to nucleate 
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smaller cavities. Moreover, in each figure a hysteresis pattern 
is noted for both distilled water and the R-134a. Furthermore, 
an usual counter-clockwise path of the hysteresis loop was 
found for both fluids with increasing, followed by decreasing, 
heat flux. In fact, boiling hysteresis depends on the fluid/surface 
combinations. In general, enhancement effect was both found 
in Figs. 2 ( a ) and (b) for all the rib-roughened cases studied. 
Again, the findings stated above are in good agreement with 
the earlier study from Hsieh and Hsu (1994) . 

For correlation of q = CiATm for various refrigerant/oil 
mixtures, based on 95 percent confidence level, m was found 
to be 2.853 ± 0.388 for the cases studied. This value is quite 
close to the traditional value of m = 3 for pool boiling (Carey, 
1992). Using m = 2.853 for all cases studied when considering 
the correlation in the form of q = CiA7"", it is found that the 
present roughened surface exhibits an enhancement of 1.86 and 
2.23 (30 deg rib angle) , 2.81 and 1.27 (45 deg rib angle) , and 
1.49 and 1.14 (60 deg rib angle) , respectively, for distilled 
water and R-134a. 

4.1.2 Water/Oil and R-134a/Oil Mixtures. Typical boil­
ing curves for distilled water which show the effect of oil con­
centration on nucleate pool boiling of water/oil mixtures are 
shown in Fig. 3 for smooth and rib-roughened tubes (rib angles 
of 30 deg, 45 deg, 60 deg) . The qualitative results of these 
experiments except for 30 deg and 60 deg cases agree well with 
the results of previous studies (e.g., Jensen and Jackman, 1984). 
With increasing oil concentration and viscosity, the heat transfer 
rate decreases. The distilled water seems completely immiscible 
with oil. Some augmentation of the heat transfer was observed 
at a low oil concentration ( < 2 percent) for smooth and rib 
roughened ( =45 deg) tubes which are shown in Figs. 3 ( a ) and 
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Fig. 4 Boiling data for R-134a/oil mixture for smooth tube/roughened 
tube 

( c ) . No such enhancement was found in Figs. 3(b) and (d). 
Note that in Fig. 3 the slopes of the nucleate boiling portions 
of the boiling curves for both distilled water and the distilled 
water/oil mixtures decrease slightly with an increasing oil con­
centration. This agrees with papers referenced by Stephan 
(1982) and Memory et al., (1993) . The " k n e e " of the boiling 
curve of the distilled water/oil mixtures (refer to Jensen and 
Jackman, 1984) appears to be shifted upward and to the right 
compared to the pure distilled water curve. 

Hysteresis effects appear to be much more pronounced as 
the oil concentration increases, when compared to the distilled 
water data. Taking close examination of Figs. 3 ( a ) and ( c ) , it 
is found that, as W„ increases, the heat transfer at first increases 
(for W0 s 2 percent) before decreasing as W„ approaches 10 
percent. This increase ( = 9 4 percent at 25 k W / m 2 ) is similar 
in magnitude to what has been reported for other refrigerants 
with small quantities of oil added (e.g., Stephan, 1982 and 
Memory et al., 1993). The reason for this will be discussed 
later. As mentioned earlier, this behavior was not found for the 
remaining figures (Figs. 3(b) and (d)). This clearly indicates 
that the rib angle does have an influence on the heat transfer 
when oil is added to the refrigerant. The same situation also 
nearly occurred for the R-134a data, as shown in Fig. 4 in which 
the " k n e e " of the boiling curve of the R-134a/oil mixture is 
not clearly observed. The gap between Wa = 10 percent and 
other concentrations seems big compared to the data for distilled 
water. Additionally, the augmentation of the heat transfer was 
also observed at low concentration ( < 2 percent) for smooth 
and rib roughened ( = 3 0 deg) tubes which are shown in Figs. 
4 ( a ) and (b). The differences, due to the different rib angles, 
for these two refrigerants may be caused by the higher wettabil-
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ity of R-134a which needs a smaller rib angle to entrap the 
vapor residue. Also, unlike Fig. 3(d), the peculiar trend of the 
worst heat transfer performance for W„ = 2 percent was not 
found anymore. The exact reason is not understood at this stage. 

4.2 Heat Transfer Coefficient and Enhancement. Fig­
ure 5 compares the smooth tube data for distilled water and R-
134a with the data for the present roughened surface with oil 
concentrations of 2, 5, and 10 percent in the decreasing heat 
flux mode. For small oil addition ( s 2 percent), the smooth 
tube as well as the 45 deg (distilled water)/30 deg (R-134a) 
rib angle roughened tube data exhibit a heat transfer enhance­
ment (see Figs. 5 (a ) , (b), and (c)) . This is perhaps due to 
the significant foaming established with a small quantity of oil 
addition. This foam draws the liquid and vapor interface closer 
to the wall resulting in a thinner liquid film between the foam 
and heated surface (tube wall). Moreover, this foam also facili­
tates secondary nucleation (Udomboresuwan andMesler, 1986) 
which in turn enhances nucleate boiling. Also, the foam seems 
to help scour the oil from the surface (Stephan, 1982; Memory 
et al., 1993). However, this phenomenon was degraded with 
the present roughened surface evidenced by Fig. 5(c) compared 
to Fig. 5(a) . As oil concentration is increased beyond a certain 
amount ( > 2 percent), the high rate of transport of oil to the 
surface starts to counterbalance the enhancing effect of the foam 
and, consequently, results in thermal performance degradation. 
Except for the case mentioned, the heat transfer decreases as 
W0 increases as stated earlier. For all the cases studied, the heat 
transfer data for R-134a are much lower than those for distilled 
water. The reasons were stated earlier. Again, the effect of oil 
addition is clearly noted, especially for W0 = 10 percent. 
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mixtures for various tubes 

The data obtained in this study were correlated in the form 
of h = C2q". For a 95 percent confidence level, the value of n 
was found to be 0.658 ± 0.031 which agrees quite well with 
the value of 0.7 reported from Ratiani and Shekriladze (1972). 
In addition, examination of all the data shows that the slope of 
the h versus q curve is approximately equal for various refriger­
ants and even for refrigerant/oil mixtures with different rib 
angles. This again verifies the previous finding of the exponent 
n. The results from Bier et al. (1976) and Stephan and Abdelsa-
lam (1980) as well as Chongrungreong and Sauer (1980) with 
10 percent oil addition are also plotted in Fig. 5(a) for compari­
son. 

Figs. 5(b) -(d) also illustrate the effects of oil addition for 
the tubes tested at different heat flux levels for the distilled 
water and R-134a. The influence due to oil concentration is less 
noted in the tubes with a rib angle of 60 deg. The roughened 
tube with a rib angle of 45 deg and smooth tube do show 
adverse effects of oil addition when W„ = 2 percent. Again, the 
smooth tube seems to exhibit the most adverse effect of oil. 
This is in general agreement with the results of Memory et 
al. (1993). Moreover, the present results show that roughened 
geometry is inclined to degrade the performance more than a 
smooth surface when the oil is added. This is perhaps because 
the cavity existing in the present roughened surface tends to 
retain more of the oil rich mixture at the heating/boiling surface. 
Generally speaking, Figs. 5(b)-(d) show that the heat transfer 
coefficient ratio (hlha) is dependent upon the heat flux level. 
The influence of oil addition on the heat transfer coefficient is 
quite clear for all the rib-roughened tubes studied at different 
heat flux levels. For the smooth tube (not shown here) and the 
tube with a rib angle of 45 deg, the degradation increases as 
the heat flux increases. However, a 30 deg roughened tube 
shows a different trend. The degradation at first increases until 
the heat flux reaches 6 kW/m2 and then decreases as the heat 
flux increases. The reason for this is not well understood at this 
stage. Most investigators have observed some foaming as was 
observed for the tube with a rib angle of 45 deg and the smooth 
tube from the present study. This is also evidenced by the boil­
ing visualization in a later section. It is believed that the drop 
in heat transfer performance at high heat flux and high oil 
concentration may be due to a combination of changes in ther­
modynamic properties and the roughened geometry. Obviously, 
the size and present structure of the cavity strongly affects the 
influx of liquid from the pool drawn into the internal tunnel of 
the cavity. The oil-refrigerant mixture drawn into the cavities 
subsequently evaporates and emits bubbles from the active sites. 
The refrigerant vaporizes faster than the oil and, depending on 
the heat flux and cavity geometry, the liquid remaining behind 
will be mostly oil. 

Generally speaking, low-finned tubes augment nucleate pool 
boiling heat transfer in two different ways; by increasing the 
wetted surface area per unit tube length and by modifying the 
boiling process. 

Figure 6 reports the boiling heat transfer coefficient of the 
roughened tubes with rib angles of 30 deg, 45 deg, 60 deg 
compared to those of the corresponding smooth tube for the 
nucleate boiling region with distilled water and R-134a under 
different oil additions. In general, the heat transfer enhancement 
factor increases as the heat flux is increased initially at a lower 
heat flux (say, 2 kW/m2) and thereafter, it levels off to a nearly 
constant value except for the case of a rib angle of 60 deg and 
W„ = 10 percent in which a heat transfer degradation was noted, 
especially at a higher heat flux (say, 20 kW/m2). This is be­
cause as heat flux increases the enhancement deteriorates. This 
is perhaps because, at lower heat fluxes, the larger tunnels cre­
ated within the present roughened geometry result in the occur­
rence of separation of the vapor columns and, consequently, 
neighboring vapor columns do not coalesce as readily, this gives 
a higher heat transfer coefficient. On the contrary, at higher heat 
fluxes, it is speculated that the present geometrical configuration 

Journal of Heat Transfer FEBRUARY 1997, Vol. 119/147 

Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Mis 

1 

0.5 

5 

h/h 
s 

1 

0.5 

0 
0 • 

^ 1 3 4 8 ^ 0 6 • 

• o 30° • 
o <v • • 45° 

H * . ^ A . . A. 
A A * A A 

• (a)0% 

R-134a no e • 
• o 30° • 
• • 45° 

8 D » <» C U D * 
A 60° 

_ . . . . A . . . . . . . a . , _ . . - . . A  

A A A 

; (b)2% 

h/h 

1 

0.5 

i i i i i 111 • i i i i 1 1 

R-134aHp 6 

a a* - I . * ?*•- A. 

o 30° 
D 45° 
A 60° 

- A * ' A « . 
A 

•(c) 5% 
t i l l 

h/h 

0.; 

5 
R-134aHp 9 • 

• o 30° • 

1 

• • 45° 

* A O ° I A " " ' ' 

5 
• (d) 10% 

1000 1000Q, 
q(W/ir?) 

100000 

Fig. 6 Comparison of enhanced tube effects of H20 and R-134a/oil 
mixtures for various oil concentrations 

gives it the characteristic of a smooth tube with fins, rather than 
a surface with numerous active sites which results in poor heat 
transfer enhancement. However, this behavior becomes less pro­
lific as the oil addition increases as shown in Figs. 6 ( c ) - ( d ) . 
This is perhaps because, as the oil concentration is increased, 
the high rate of transport of oil to the surface starts to override 
the effect due to the heat flux increase. For all the cases under 
study, it clearly shows that roughened tubes with the rib angle 
of 45 deg (distilled water)/30 deg (R-134a) have the best heat 
transfer enhancement effect regardless of the oil addition for 
most heat flux levels. Detailed enhancement ratios (h/hs) are 
tabulated in Table 3 at a specified heat flux level (=25 kW/ 
m2) for R-134a and distilled water. Again, the values illustrated 
indicate the superiority in heat transfer of rib angles 45 deg and 
30 deg for distilled water and R-134a as also evidenced earlier 
in Fig. 6. Also listed in Table 3 is the previous study of Memory 
et al. for HCFC-124 for various enhanced tubes for comparison. 
Despite the superiority in heat transfer of the enhanced tubes 
used by Memory et al., the present rib geometry does provide 
an easy fabrication process due to a much lower number of 
ribs. 

4.3 Correlation of Heat Transfer Coefficient with Pa­
rameters. The correlation of all the experimental data can be 
determined by using the least squares technique. This technique 
is used for deriving a model that ' 'best fits'' a set of experimen­
tal data of distilled water and R-134a. The resultant equation 

shown in Fig. 7(a), proposed for use in predicting the boiling 
heat transfer coefficient of refrigerant-oil mixtures, is given by: 

Nu = 2114.225 
qd\ 

[Pr]< 

x t ^ ] 3 7 0 8 ^ ] - 0 4 3 0 0 £ 

gd\(pL - pv) 

0.524 = 

0.873 s f s 1.000 

1.047 = (8) 

95 percent of the experimental data lie within ±20 percent of 
Eq. (8). The dimensionless group (qdj p,LhLV), known as the 
boiling Reynolds number, Pr, and [oJgd\(pL - pv)] are famil­
iar from other established boiling correlations; the rest of the 
dimensionless groups, 4>f and 0, represent the oil concentration 
and the present rib geometric configuration, respectively. The 
comparison between the correlation, Eq. (8) , and the data is 
shown in Fig. 1(b) is quite good (within ±30 percent). The 
regression analysis further confirms that the heat transfer perfor­
mance is inversely proportional to that of rib angle 6. The above 
correlation also agrees with the data for pure refrigerant with 0 
percent oil addition. However, the dependence on <f>f seems 
stronger than that of 6 because the absolute value of the expo­
nent for (j>f is much bigger than that of 9. This also confirms 
that oil addition as well as surface roughness does affect the 
boiling performance and, consequently, they should be carefully 
considered and selected. 

4.4 Boiling Visualization. Visual tests with the transpar­
ent sight-glass window of the test section showed a particular 
liquid-vapor exchange occuring during nucleate boiling. Figure 
8 shows the boiling phenomenon in certain detail. It was ob­
served that firstly, several nucleation sites are activated right at 
the tip or edge of the rib when the heat flux is low, as shown 
in Figs. 8(a)-(d). As the heat flux is gradually increased, the 
liquid is "splashed" over the tunnel by the expanding vapor 
while still staying in the tunnel between two consecutive ribs. 
Eventually, the vapor pressure within the elongated bubble gets 
larger than the retentive force and results in vapor escape. This 
causes a pumping action within the tunnel, and allows the liquid 
to flow in. The fed liquid is vaporized, the ebullition is complete, 
and the cycle is repeated (not shown here). As the heat flux 
is increased, the bubble departure frequency also increases as 
evidenced by comparing Figs. 8(c) and (b). It is also seen 
from Figs. 8 (c ) - (d ) that boiling for pure refrigerants takes 
place around the tubes. Boiling for the mixture (see Figs. 8(e) -
( / ) ) hardly occurs near the lower part of the tubes, and the 
number of the nucleation sites significantly decreases. This is 
also because diffusion of oil back to the bulk mixture establishes 
an equilibrium concentration gradient which inhibits bubble 
growth and should lead to a drop off in heat transfer perfor­
mance. Moreover, the miscibility of oil in R-134a as the heat 
flux increases seems to vary. Overall, the thermal performance 
under study is strongly influenced by the type of refrigerant, 
heat flux level, and oil concentration. This is a very complex 
phenomenon which involves the interactions of all three of 
these aforementioned factors. In addition, the bubble size and 
frequency strongly depend on the percentage of oil addition and 
heat flux levels as shown in Figs. 8(e) -(h). This is in agree­
ment with the report from Inoue and Monde (1994). 

For instance, in R-134a, the frequency of bubble generation 
becomes higher than that of the distilled water, but the bubble 
size becomes very small with vapor blanketing the entire en­
hanced surface. This may have something to do with the reduced 
pressure PIPC. As is known, P/Pc would affect bubble diameter, 
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Table 3 Enhancement ration for various enhanced tubes with distilled water and R-134a as pure refrigerants 

relevant 
studies 

refrigerant 

heat flux 25 kW/m2 

relevant 
studies 

refrigerant oil 
concentration 

0% 2% 3% 5% 10% 

present 

studies 

(24fpm) 

H20 

and 

R-134a 

smooth 

30° 

45° 

60° 

1.00 L00 1.00 L00 — — 1.00 1.00 1.00 1.00 

1.83 L87 1.60 L86 - — 1.62 U 0 1.76 1.18 

2.06 L34 2.05 V2A — - 1.52 1.09 1.94 0.94 

1.62 U 0 1.45 095 - - 1.15 0.90 1.52 1.10 

Memory 

etal. 

(1993) 

HCFC-124 

smooth 

748 fpm 

1023 fpm 

HIGH FLUX 

TURBO-B 

1.00 — 1.00 — LOO 

2.90 — 2.70 — 2.80 

2.10 — 1.70 — 1.80 

6.20 — 4.90 — 4.80 

6.00 - 4.30 — 3.70 

Note:"—" stands for data not available; underlined " " indicates R-134a as pure refrigerant 

m2, it is found from Figs. 8(g) and (h) that there is a higher 
number of active nucleation sites (hence foaming) at W„ = 2 
percent than at W0 = 10 percent. Moreover, at W„ = 10 percent 
(as stated earlier), a larger diffusion layer thickness exists, and 
consequently, results in an increase in bubble point temperature. 
This gives a poor heat transfer performance. In summary, the 
major reason that the heat transfer deteriorates for the refriger­
ant/oil mixture seems due to the decreases in the bubble size 
and the number of nucleation sites (also reducing the foaming) 
when W0> 2 percent. While, in some cases for W0s2 percent, 
the heat transfer is slightly enhanced due to the foaming effect. 
This discrepancy can be clearly and qualitatively seen in Figs. 
8(g) and (h) which again verifies the previous statements. 

5 Conclusions 

The study of pool boiling from rib-roughened tubes and a 
plain tube for two different refrigerants (distilled water and R-
134a) with oil mixtures has established that, in addition to 
boiling curve data and hysteresis identification, heat transfer 
enhancement is to be expected with moderately wetting liquids 
such as water and highly wetting liquids such as R-134a. The 
effect of oil addition on the nucleate boiling heat transfer coef­
ficients of oil-refrigerant mixtures was extensively conducted 
and the data were presented. These results lead to the following 
conclusions: 

1 The heat transfer for roughened tubes are consistently 
higher than those for the plain tube for the two refriger­
ants with and without oil addition. As the weight percent 
concentration of oil in the refrigerant increases, the boil­
ing heat transfer coefficient (h) decreases except for the 
cases of a 45 deg rib angle and a smooth tube when W„ 
s 2 percent. 

2 The hysteresis effect was clearly noted for distilled water 
for all the cases studied and compared with those for R-
134a, especially with oil addition. 

3 Diffusion seems to play an important role in the reduction 
in boiling heat transfer coefficients in refrigerant-oil mix­
tures when compared to pure refrigerants, and oil foam­
ing seemingly enhances heat transfer slightly when W„ 
< 2 percent for a smooth and roughened tube with a 45 
deg rib angle. 

4 A correlation has been developed which satisfactorily 
models the heat transfer processes occurring in nucleate 
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departing frequency, and consequently, the heat transfer coeffi­
cient, somehow. Detailed phenomena may be included in a 
further study. It is interesting to note that the same thing happens 
for the R-134a/oil mixture, and sometimes, it gets worse when 
W0 = 10 percent and q = 3.29 kW/m2 as evidenced by Fig. 
8(A). It is also seen from Figs. 8(e) and ( / ) that the effect of 
oil becomes less evident at a lower heat flux because, at this 
stage, the nucleation sites (and hence foaming effect) die out 
quickly. However, at a relatively high heat flux q = 3.29 kW/ 
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Fig. 7 The present correlation and its deviation with experimental data 
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(a) H20,0 = 45°, Wo=0%, q=0.92kW/m2 (b) H20, G = 45°, W0 =0%, q=3.84k W/rr.2 

(c) R-134a, 0 = 45°, Wo=0%, q=0.92kW/m2 (d) R-134a, 0 = 45", Wo=0%, q=3.84kW/m2 

(e) R-134a, 0 = 30", W0=5%, q=0.78kW/m2 (f) R-134a, 6 = 30", » ; = 10%, q=0.78kW/rr.2 

(g) R-134a, 0 = 30°, W0-2%, q=3.29kW/m2 (h) R-134a, 0 = 30", ^o=10%, q=3.29kW/rr,2 

Fig. 8 Illustrations of boiling visualization 

pool boiling of refrigerant-oil mixtures within an accu­
racy of about ±20 percent. 

5 Through boiling visualization, the photographs qualita­
tively indicate that the presence of protruding ribs gener­
ates more active and stable nucleation sites in the vicinity 
of the rib, while oil addition generally reduces the size 
and frequency of bubbles, and consequently, results in a 
lower boiling heat transfer. 
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Point Measurements of 
Noncondensable Gas 
Concentration in 
Condensing Systems 
Condensation in the presence of noncondensable gases continues to receive consider­
able attention, most recently in the application to containment performance for ad­
vanced passive nuclear reactors. In experiments, it is often desired to make point 
measurements of noncondensable gas concentrations under conditions where the gas 
concentration can be small and superheat can be significant. This paper presents 
test results for a novel miniature psychrometer. The tests and analysis presented 
here show that a wetted cylindrical body will approach closely the local saturation 
temperature of an air-steam mixture, under a wide range of flow velocities and 
superheat levels, even when the bulb is allowed to drip water. This permits local gas 
concentrations to be measured with high accuracy, particularly when the thermopile 
method introduced here is used to measure the wet-bulb temperature relative to a 
reference pure steam temperature generated in a small boiler. 

I Introduction 

Condensation of vapors in the presence of noncondensable 
gases continues to receive extensive analytical and experimental 
attention. One of the more significant recent applications is in 
the design of advanced passive nuclear reactor containments, 
where steam from the reactor vessel must be condensed on 
containment walls or in vertical tubes after mixing with nitrogen 
or air in the containment volume. To study these systems, both 
separate effect and integral system experiments are underway. 
In these experiments, local measurements of noncondensable 
gas concentrations are desirable. 

To support ongoing experimental investigations of noncon­
densable gas effects, this paper presents test and design informa­
tion for an accurate method of determining the noncondensable 
gas mole fractions in vapor-gas mixtures. To achieve this goal 
we employed a novel miniature wet-bulb/dry-bulb probe. These 
tests also provided important fundamental information on the 
behavior of wetted bodies in superheated vapor-gas mixtures, 
showing that such bodies tend to approach closely the local 
saturation temperature. 

Analysis of the wet-bulb/dry-bulb technique for measuring 
the air humidity is given in several standard textbooks (i.e., 
Rohsenow and Choi, 1961). A wet-bulb/dry-bulb probe has 
been designed for noncondensable gas concentration measure­
ments in nuclear reactor systems by Bowman and Griffith 
(1987), but the probe is too large to make point measurements. 
In addition, the analysis neglects bulk mass transport, an as­
sumption commonly made for humidity measurement analysis 
which is not valid at low gas concentrations. 

Peterson and Tien (1987) developed a probe which consisted 
of a liquid-soaked porous sphere as small as 0.5 mm in diameter 
with a fine-gauge thermocouple embedded at its center. The 
probe was used to make detailed measurements of the spatial 
distribution of noncondensable gases in a 5 cm diameter, two 
phase gas loaded thermosyphon. Measurements of only the total 
pressure, with a pressure transducer, and point wet-bulb temper­

ature were needed to determine the local gas concentration. 
However, for this older method, the accuracy of pressure trans­
ducers is not sufficient to measure low gas concentrations accu­
rately. Furthermore, at higher superheat levels, the use of liquid, 
pumped through a capillary tube to the bulb, must be considered 
for keeping the probe moist. 

The key features of the new psychrometer probe discussed 
here are: 

1 High probe precision was achieved by using a thermopile 
method to measure the difference between the wet-bulb 
temperature and the saturation temperature at the total 
pressure, where the reference temperature was generated 
using an external boiler maintained at the test section 
pressure by a vent line. This technique achieves a substan­
tial improvement in measurement accuracy, particularly 
at small gas concentrations. 

2 An automatic water makeup system was designed for 
keeping psychrometer probes moist. Both dripping and 
nondripping modes were developed and tested. The drip­
ping mode permits the probe to be located at large dis­
tances from the supply system. 

We examined the effects on the wet-bulb temperature measure­
ments created by liquid supply rates, radiation heat transfer to 
wall surfaces, the Reynolds number of the flow over the probe, 
vapor-gas mixture superheat, and total pressure and gas concen­
tration. To provide a wide variation of the probe Reynolds 
number, two test sections were used: a 2.0 inch IPS pipe for 
high Reynolds number flows, and a 6.0 inch IPS pipe with a 
deflector plate for low Reynolds number flows. 

II Theory 
The temperature of a wet bulb is controlled by the balance 

between heat transfer to the bulb and mass transfer from the 
bulb, 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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1996; revision received October 18,1996; Keywords: Condensation, Instrumenta­
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lA + hr)(T«, - Twb)Ac = M„i'ihfsAD (1) 

where hc and hr are the convective and radiative heat transfer 
coefficients, Ac and AD the areas available for heat transfer and 
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Fig. 1 Superheat parameter S as a function of the ReD for cylindrical 
wet-bulbs 

mass transfer, Mv the molecular weight, c'[ the molar flux of 
liquid from the surface, and hfg the latent heat of vaporization. 

A mass balance at the surface for the vapor and the gas, 
assuming the gas concentration in the liquid phase is zero, yields 

CL — Cv,wbVm 

*-* Cg,wbVn\ 

or 

cTD9f 
or 

(2) 

(3) 

where c is the molar density, vm the molar average velocity, x 
the mole fraction, and D the mass diffusivity. 

Assuming the pressure and temperature are relatively con­
stant, the total molar density is constant and can be brought 
inside the derivative, cTdxJdr = dcjdr. Then the convective 
term can be eliminated from Eq. (2) using Eq. (3) , giving 

-D(dcjdr)wb _ hD(cv,wb - c„,M) 
(4) 

where hD is the mass transfer coefficient, which relates the 
local concentration gradient at the interface, (dcv/dr)wb, to the 
concentration difference cv%wb - c„,„ = cT(xv,wb - xu,„). Thus the 
fundamental equation for the ambient noncondensable gas mole 
fraction is derived, 

xv,„„ + s[ i + ^ ) ( r . 

The superheat parameter S is defined as 

Ac hc RTwb I Pv.wb 

Twb) 

S = 
AD hD MvhfsPT 

1 

(5) 

(6) 

For cylinders (Edwards et al., 1979), 

K _ k 10.43 + K Reg Pr°31 

hD ~ D \0.43 + tfRegSc0'31 (7) 

where K = 0.53, m = 0.5 for 1000 < ReD < 4000; K = 0.193, 
m = 0.618 for 4000 < ReD < 40000; and K = 0.0265, m = 
0.8 for ReD > 40000. 

Figure 1 shows how the superheat parameter S varies with 
ReD. We found that the magnitude of S is small (below 10 ~3) 
and the variation of S with ReD is also small. This indicates 
that in many cases, the effects of superheat can be neglected if 
the superheat levels are modest (<30°C). 

Next we consider the effect of radiation heat transfer. Again 
for a cylindrical wet-bulb geometry 

Nu = 0.43 + K Reg Pr° 

Then, 

1 + 
2rwbae{Tt, - T4

wb) 

k(0A3 + KRe'B Pr a 3 1)(r„ - T„„) 

(8) 

(9) 

where Tw is the wall temperature, a the Stefan-Boltzmann con­
stant, e the emissivity, rwb the radius of the wet-bulb, and k the 
thermal conductivity of the vapor. 

Figure 2 shows how the (1 + hrlhc) varies with (Tw - Twb). 
We find that, because S is typically small, the effect of thermal 
radiation on the measured gas concentration is usually small. 

Neglecting superheat and applying Dalton's law, Eq. (5) can 
be simplified as follows: 

A xv>wb i 

Twb (dP\ 

PT 

« - ( ! 
(10) 

III Psychrometer Description 
The key feature of the psychrometer described in this paper 

is the measurement of the temperature difference between the 
wet bulb and the pure steam generated in the boiler. Two dual 
sheathed thermocouples were used to form a thermopile and 
doubled the potential between the wet bulb and the boiler, as 
shown by the circuit diagram in Fig. 3. The 1.6 mm (0.062 
inch) O.D. dual thermocouples contain two separate, un-

Nomenclature 

A = area available to heat or mass trans­
fer 

c = molar density 
c" = mole flux 
D = mass diffusivity 
h = heat or mass transfer coefficient 

hfg = latent heat of vaporization 
k = thermal conductivity 

m = mass flow rate 
M = molecular weight 
n = number of thermocouple junctions 

Nu = Nusselt number 
P = pressure 
Pr = Prandtl number 

r = radial coordinate 
R = universal gas constant 

Re c = probe Reynolds number 
S = superheat parameter, Eq. (6) 

Sc = Schmidt number 
S.D. = standard deviation 

T = absolute temperature 
v = mole average velocity 

V = voltage 
w = uncertainty 
x = mole fraction 
e = emissivity 
a = Stefan-Boltzmann constant 

Subscripts 
c = heat convection, calculated value 
D = mass transfer 
g = noncondensable gas 
L = liquid 
m = measured value 
r = radiation 

sat = saturation 
T = total 
v = vapor 

w = wall 
wb = wet-bulb surface 

oo = ambient 
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20 30 

Tw-TwbCC) 

Fig. 2 Variation of (1 + hr/h0) with (T„ - T„b) for xg = 0.2, for T. = T„ 

grounded thermocouple junctions inside a single stainless steel 
sheath. For the devices studied here, copper constantan (T-type) 
thermocouples were used. 

The miniature probe was fabricated using cotton wick mate­
rial (similar to shoe lace) to provide good wetting. The wick 
of the probe, shown in Fig. 4 in a pipe-mounted configuration, 
slides over both the dual thermocouple and a thin 3.2 mm (j 
inch) diameter stainless steel capillary tube. The thermocouple 
and tube were soldered together. Heat shrink tubing was used 
to seal the wick to the soldered area of the dual thermocouple 
and capillary tube. The heat shrink tubing extended past the 
end of the capillary tube so that when it was shrunk down, it 
compressed the wick around the wet-bulb thermocouple. This 
increased the flow resistance from the capillary supply tube to 
the tip of the wick and aided in wetting the tip of the wick. The 
end of the cotton wick was doubled back and wrapped into 
place with fine copper wire. The probe was installed to slope 
up at a 10 deg to 20 deg angle to insure that drips did not fall 
from the probe tip. 

A separate single-sheathed thermocouple was located close 
to the wet-bulb to measure the dry-bulb temperature. The probe 
also provided a vent connection for the boiler to maintain the 
boiler at the same pressure as the wet-bulb. The vent line must 
be sloped to prevent accumulation of any condensate, and drain 
valves provided at any low points. 

A rotameter metered water to the capillary tube which sup­
plied the probe wick. The capillary water flow rate was con­
trolled by an integral needle valve to between 0.5 and 1.0 cc/ 
min, as shown in Fig. 5. Alternatively, for nondripping opera­
tion, a small positive hydrostatic head between 0 and 1 cm 
was maintained. The nondripping mode was found to be more 
challenging to implement. 

The boiler, shown schematically in Fig. 5, used a closed-loop 
thermosyphon to provide a reference saturation temperature 
measurement at the ambient pressure of the wet-bulb. The con-

TM,(PT) 

COTTON WICK 

LIQUID SUPPLY 
CAPILLARY TUBE 

TYPICAL PIPE WET-BULB DUAL 
CROSS SECTION THERMOCOUPLE 

Fig. 4 Detail of miniature probe design (showing wick design) 

denser prevented steam from entering the test volume, this en­
sured that the pressure difference between the boiler and test 
volume was negligible, while maintaining a pure steam environ­
ment around the total saturation thermocouple. The sight glass 
provided visual indication for the presence of sufficient water 
in the boiler. The boiler could be operated in an overflow mode, 
supplying a constant water flow from a rotameter to ensure 
adequate water supply during unmonitored operation. During 
overflow mode operation, excess water drains down the vent 
line to the test volume. Two heaters were successfully demon­
strated, one, a 50W kapton sheet heater with a pressure sensitive 
adhesive wrapped around the copper boiler tube, and the second, 
a 100W cartridge heater. Both heaters showed good durability 
during continued operation. Fig. Al in the appendix shows a 
detailed, scaled drawing of the boiler used in these experiments. 

The psychrometer was tested using carefully measured flows 
from the campus steam and building compressed air supplies. 
The air supply was equipped with a 2 kW heater that permitted 
a wide range of superheat levels. The entire length of the steam 
and piping was insulated with 5 cm of fiberglass to minimize 
heat loss and prevent condensate formation upstream of the test 
sections. The nominal steam and air supply pressures were 758 
kPa (110 psig) and 620 kPa (90 psig), respectively. 

A calibrated orifice and differential pressure transducer were 
used to measure the steam flow rate at higher flow rates. At 
low flow rates (below 17 kg/hr), the condensate mass flow 
rate was measured volumetrically. A condenser was used, con­
sisting of coaxial 1.6 m long copper tubes; the outer diameters 
being 3.2 cm for the jacket tube and 1.6 cm for the condensing 
tube. Building cooling water was supplied to the heat exchanger 
annulus. At the outlet of the heat exchanger, a graduated cylin­
der was used to measure the condensate volume. 

CONDENSER 

PRESSURE 
VESSEL OR 
PIPE WALL 

Fig. 3 Circuit diagram for data acquisition system showing measure­
ment scheme using dual sheathed copper-constantan (7-type) thermo­
couples 

DUAL WET-BULB 
THERMOCOUPLE WATER SUPPLY 

TOROTAMETERS-

PURE 
SATURATED 
STEAM 

\ SIGHT 
GLASS 

i< 
it 

W%4 
INSULATION^ l** 

ELECTRIC . ^ - " f H 
HEATER 

Fig. 5 Piping schematic for probe and boiler assembly 
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A pipe test section was provided for high-Reynolds number 
tests, while a larger chamber provided low Reynolds numbers. 
The pipe test section was constructed from a 5.25 cm ID carbon 
steel pipe. To study the effect of thermal radiation from the 
pipe wall, the pipe was wrapped with heater cable and insulated 
with 5 cm of fiberglass so the pipe wall could be heated to 
higher temperatures than the mixture bulk temperature. The 
low-velocity chamber test section was constructed from a 15.8 
cm ID stainless steel pipe, and a deflector plate was employed 
to break up the jet entering the test section. This chamber was 
also wrapped with the same heater cable and insulated with 5.0 
cm of fiberglass. 

The data acquisition system consisted of terminal boxes, data 
acquisition cards, and a Macintosh Ilci computer with software 
to display and log data. Strawberry Tree model T21 terminal 
panels, with eight channels each, were used to connect all tem­
perature, pressure, and flow analog signals from the instruments. 
Three Strawberry Tree model ACM2-12-16 cards with sixteen 
differential analog inputs and sixteen digital input/output lines 
were used as an analog-to-digital converter. Six input ranges 
spanned from 25 millivolts to 10 volts full scale to accept data 
transmitted from the terminal panels. By selecting the signal 
type, or specifying a conversion formula, the analog output 
signals from experimental instrumentation were converted to 
the desired digital data units and displayed directly, including 
the gas mole fraction calculated using the psychrometer data 
algorithm discussed later. 

The psychrometer test procedure used the following steps: 
(1) water supply to the wick and boiler was initiated by opening 
needle valves on the rotameters; (2) water level in the boiler 
was confirmed, then power was supplied to the boiler and 
steady-state condition of the saturation temperature achieved; 
(3) steam flow was supplied to the test section at the desired 
rate, then compressed air flow; (4) upon reaching steady-state 
conditions, data was recorded; (5) the steam and air flow rates 
were varied to obtain the desired gas mole fractions. 

An extensive test matrix was examined to determine the ef­
fects of pipe wall thermal radiation, Reynolds number, pressure, 
mixture superheat, and gas concentration. In total, 29 test condi­
tions were studied as summarized by Obonai (1994). 

IV Data Reduction 

We found that we could simultaneously measure the satura­
tion temperature and the difference between the saturation and 
wet-bulb temperatures using the circuit shown in Fig. 3. The 
local mixture gas concentration, temperature, superheat, and 
total pressure were determined using three thermocouples (one 
single and two dual) and three data acquisition channels. 

The data were reduced directly with the data acquisition soft­
ware (using the following data reduction algorithm) which al­
lowed the gas concentration to be displayed in real time. Three 
quantities were measured directly by the data acquisition sys­
tem: the saturation temperature at the total pressure from the 
boiler, Tsal; the dry-bulb temperature, Tdh; and the thermopile 
voltage generated by the difference between the wet-bulb and 
total saturation temperatures, Vwb. The data reduction algorithm 
was comprised of four steps. 

1 The total pressure (bar) was calculated from the measured 
saturation temperature Tsa, at the total pressure from the 
boiler using a curve fit of steam table data in the pressure 
range of interest. This curve fits well for water vapor in 
the immediate range of one atm. The maximum error 
between actual value and curve fitting value is 0.66 per­
cent. 

PT = 491700 exp( ^ ^ ((bar) (11) 
*A 273.14 + T(°C)J 

2 The temperature difference, ATwb = Tsal - Twb, was deter­
mined using the curve fit for the slope of voltage and 
potential for type T thermocouples. This curve, in °C/ 
Volt, fits well and has a maximum error of 0.49 percent. 

dT 

dV 
— = 24.26 - 0.02908r(°C) (12) 

The temperature difference was calculated in two steps 
to provide a centered difference approximation, 

AV , 
A n , = (24.26 - 0.029087/,,,,) 

AT„b = AK* 24.26 - 0.02908 ( Tm 
ATU 

(13) 

(14) 

where n = 2 because the dual thermocouple thermopile 
has two thermocouples. 

3 The slope of the saturation pressure and temperature 
curve was evaluated from steam table data. This curve 
fits well in the immediate range between zero and five 
atm. The maximum error between the actual and the curve 
fit values is 0.54 percent. 

dP 

dTl, 
= (1.674 X 10-5)7X°C)2 

+ (-2.357 X 10-3)r(°C) + 0.1050 (15) 

with units bar/°C, where T = Tsa, - AT„b/2. 
4 The gas concentration measured by the wet-bulb probe 

was then calculated from Eq. (10). This form does not 
contain a correction for vapor superheat. Under most con­
ditions the correction is predicted to be small. 

All these formulas were automatically calculated by the data 
acquisition system and the resulting gas concentration was dis­
played in real time. 

The use of the thermopile provides a large reduction in the 
measurement error compared to previous methods where total 
pressure is measured with a pressure transducer (Peterson and 
Tien, 1987), and permits noncondensable gas concentrations to 
be measured even at low gas mole fractions with relatively 
small errors. Uncertainty for the thermopile method can be con­
trasted with the error introduced from traditional methods. 

We consider the following example for a analysis of the 
measurement uncertainty: Pm = 3.0 bar; xe = 0.05; superheat 
7^ - Twb = 25°C; thermocouple uncertainty of 1°C, so the 
uncertainty of P(Tml) is wP^Twb) = 0.09 bar; and pressure trans­
ducer uncertainty of 2 percent, so the uncertainty of Pl0, is wPl 

= 0.06 bar. 
For the thermopile method introduced in this paper, the gas 

mole fraction is evaluated using Eq. (10). Uncertainty in the 
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Fig. 6 Effect of superheat on measured gas concentration 
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Fig. 7 Effect of flow Reynolds number (based on probe diameter) on 
measured gas concentration 

thermopile temperature difference, total pressure, and super heat 
contribute to the total uncertainty, 

/ dx. Y / dxs Y (dx„ 

* ~ v - ( s S ) ' • ( < • ' • * ) < ' • - ' - > AT, 

(16) 

Considering an uncertainty in the thermopile voltage measure­
ment of 4 percent (6 mV), the uncertainty in ATwb is then 4 
percent/ra = 4 percent/2 = 2 percent. Then, from Eq. (16), the 
measurement uncertainty for the example case is wxJxs = 0.036, 
where the contribution due to the superheat effect is very small. 

The conventional psychrometer method evaluates the differ­
ence between the total pressure measured with a pressure trans­
ducer and the vapor partial pressure calculated from the mea­
sured wet-bulb temperature. Measured with conventional tech­
nique, uncertainty in the wet-bulb vapor pressure, total pressure, 
and superheat contribute to the total uncertainty, 

• " { ( 
dx„ 

dP(Twh) 
WP(T„b) 

dxg 

dP, 
Wpt 

dx, 
dS ws 

( 1 / 2 ) 

wriTwb)y , ( P(Twb) 
xB—r— I + I x„—r—wPl 

P, P, 

Sil+f)(T. Twb) (17) 

For the conventional method, the uncertainty becomes much 
larger, wx lxg = 1.28. At lower gas concentrations particularly, 
the thermopile technique provides a substantial improvement in 
measurement accuracy. 
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Fig. 9 Comparison of gas mole fractions measured by probe and calcu­
lated from gas and steam flow rates showing small effects of pipe wall 
temperature and superheat 

V Experimental Results 
We provided a metered flow of steam and air to the test 

sections and discharged the flow to a pool of water or to a heat 
exchanger to condense the steam. The gas mole fraction was 
then calculated .using 

Xo.m 
rh.lM, 

rhglMg + mvIMv 

(18) 

With the differential pressure transducer, the uncertainty of the 
steam flow rate measurement was a function of flow rate, how­
ever, the average uncertainty was 3.4 percent for the steam 
flow rates used here (Obonai, 1994). The uncertainty for the 
volumetric condensate measurements at low steam flow rates 
was 2.8 percent based on the uncertainty of the volume measure­
ment in the graduated cylinder (20 cc or 1 percent), the uncer­
tainty of the time measurement (1.0 sec or 0.8 percent), the 
fluctuation of steam supply pressure (2 percent), and vapor 
carryover with the 20°C noncondensable gas from the condenser 
(1.5 percent). The uncertainty of the air flow rate measurement 
was 2.8 percent based on the accuracy of the rotameter (2 
percent) and the fluctuation of air supply pressure (2 percent). 

Figure 6 compares the gas mole fraction measured by the 
miniature psychrometer xm to that calculated from measured 
flow rates of air and steam xc, as the superheat level was 
varied from 0 to 27°C. The agreement is good, with a standard 
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deviation of 0.0065, where the standard deviation is de­
fined as 

' i n \ 1/2 

S.D. = ( - s {Xc - x„y (19) 

This standard deviation falls inside the range anticipated due 
to the combined uncertainties of the probe and the flow rate 
measurements. As expected from the analysis, superheat has 
little effect on the probe measurement, even in the limit of 
zero gas concentration due to the small value of the superheat 
parameter S. 

Figure 7 shows the effect of varying the flow Reynolds num­
ber over the probe. It shows that the effect of the flow velocity 
over the probe was also small, with a standard deviation of 
0.0073, within the bounds of the measurement uncertainty. Due 
to the steam throttling from the higher supply pressure, the air 
steam mixture was superheated from between 15°C to 25°C. 
The minimal effect of flow Reynolds number also agrees with 
the analysis. Experiments performed in the larger stagnant 
chamber, where the flow velocities were \ the minimum velocity 
in Fig. 7, gave similar results, with a standard deviation of 
0.0084. Figure 8 shows that the effect of total pressure on the 
probe performance was also small. 

The perturbation of radiation heat transfer from hot surfaces 
to the probe was also of concern. Figure 9 shows results where 
the pipe wall was heated between 20 and 30°C above the wet-
bulb temperature. Again the effect on the measured gas concen­
tration is small. 

Though the probe can be operated in a nondripping mode by 
providing a small static head of water (0 cm to 1 cm), in many 
cases dripping is acceptable. Operation in dripping mode, with 
water supplied from a small rotameter, greatly simplifies the 
probe installation and operation. The measurements reported 
above were made at a drip rate of 0.9 cc/min. The concern with 
the dripping mode is to provide a sufficient flow to prevent dry 
out and to insure that the sensible cooling from the make-up 
flow does not perturb the probe measurement. Figure 10 shows 
a comparison of the gas mole fraction calculated from the flow 
measurements with the fraction measured using the stationary 
probe for the dripping mode at a wick angle of 20 deg. From 
this figure we find that the agreement between the gas mole 
fractions measured with the probe and calculated from the mass 
balance was good when the capillary water was controlled be­
tween 0.5 and 1.75 cc/min. 

Based on these experiment results, the following design 
and operating guidelines should be adhered to when dripping 
mode operation is used: (1) Use a rotameter to provide a 
constant, slow supply of water to the wick at a flow rate of 
1.0 cc/min. ± 0.5 cc/min. This flow rate is sufficient to insure 
wetting all the way to the wick tip and to prevent dry out; (2) 
Orient the wick such that it points upward at approximately a 
10 deg ~ 20 deg angle so that drips run away from the wick 
tip. 

VI Conclusions 
The stationary psychometer presented here provides a power­

ful and accurate tool for measuring local gas mole fractions 
even in the limit of zero gas concentration. Both nondripping 
and dripping modes were demonstrated. In particular, the drip­
ping mode option becomes most attractive if the added liquid 
inventory is acceptable in the system because it simplifies the 
instrumentation and reduces the cost significantly. The dripping 
mode also eliminates the requirement for horizontal penetration 

of the wet-bulb probe, allowing for longer, nonhorizontal runs 
of capillary tubing to the probe location. 

We improved the probe precision using a thermopile method 
to compare the probe wet-bulb temperature with the saturation 
temperature at the total pressure (generated in an external boiler 
maintained at the test section pipe pressure by a vent line). The 
stationary probe predicted gas mole fractions within ±0.01 in 
both the nondripping and dripping modes. The effects of radia­
tion heat transfer to surfaces, flow Reynolds number over the 
probe, mixture superheat, and pressure were shown to negligi­
ble, verifying that the fundamental theory for the psychrometer 
(Peterson and Tien, 1987) is correct. 
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Fig. 41 Detailed scaled drawing of saturation boiler, with: (1) 100W |" 
OD cartridge heater with j " Male NPT connector (Omega Co. CIR-2013/ 
120/9C/B); (2) |" copper solder fittings; (3) Conax compression fitting 
for 2 thermocouples; (4) 304L sheathed thermocouples with single and 
dual elements; (5) |" Swagelok to jj" Cajon (SS-6-UT-6-600) for connec­
tion to Pyrex sight-glass tube; (6) 5" Swagelok to J" male NPT (B-200-1-4); 
and (7) 0 to 1.41 cc/min rotameter with integral flow control valve 
(Omega Co. FL-3213G). 
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Condensing and Evaporating 
Heat Transfer and Pressure Drop 
Characteristics of HFC-134a and 
HCFC-22 
Condensing and evaporating heat transfer and pressure drop characteristics of an 
ozone friendly refrigerant HFC-134a and a HCFC refrigerant R-22, flowing inside 
a 9.5 mm (§ in) OD axially grooved tube were investigated experimentally to obtain 
the quasi-local heat transfer data and the correlations. When compared to R-22 at 
the same refrigerant flow rate, the condensing heat transfer coefficients for R-134a 
are 8 percent to 18 percent higher, and the pressure drop is 50 percent higher. The 
evaporating heat transfer coefficient with R-134a is about the same for mass velocity 
below 270 kg/m2-s and decreases above that velocity, relative to R-22. Performance 
characteristics are compared with data from literature reports. 

Introduction 

In the transition to ozone-safe refrigerants fundamental heat 
transfer and fluid flow information is necessary for design and 
performance simulation of refrigeration and air-conditioning 
systems. This study will focus on HFC-134a and its comparison 
to HCFC-22. 

Some heat transfer experimental results of R-134a are avail­
able in literature (Eckels and Pate, 1991; Torikoshi et al, 1992, 
1993; Ebisu and Torikoshi, 1993; Dobson et al., 1993a, b; Wat-
telet et al , 1993a, b; Christoffersen et al., 1993). The lengths 
of the tubes that are tested in those studies are relatively short 
(Tables 3 and 4) . Thus, the imposed heat fluxes are much 
higher than the values actually encountered in practice, and only 
average heat transfer coefficients are obtained. An average heat 
transfer coefficient under two-phase flow condition depends on 
specific operational conditions (Liu, 1996) and is of limited 
use in design. This study obtains the quasi-local heat transfer 
coefficient and pressure drop from a test section of 10.8 m 
in length. The results reveal some special local heat transfer 
characteristics of R-134a, especially the decrease in heat transfer 
coefficient for mass velocity above 270 kg/m2-s. The commonly 
used evaporating heat transfer correlations do not cover high 
vapor quality region, and the data for that region are limited 
too. The present study provides data and correlations up to the 
vapor quality of unity. 

Test Apparatus and Procedure 
The refrigerant test facility (Fig. 1) consisted of four closed 

cycle loops: a refrigerant cycle containing a reciprocating-type 
compressor to supply a controlled, variable refrigerant flow (via 
hot gas bypass) for condensing or evaporating tests; a heated, 
controlled water loop that supplied the load for the evaporator; 
a cooled, controlled water loop that removed the load for the 
condenser; and a cooling tower brine circuit that served to 
remove heat from the system. 

In the evaporation tests, the manual expansion valve lowered 
the refrigerant pressure to the value corresponding to the desired 
saturation temperature before the refrigerant entered the test 
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section. The refrigerant entered the test section at a vapor quality 
around 15 percent and left at a vapor quality varying from 
about saturation to 1 K superheat. The refrigerant was then 
superheated by an auxiliary evaporator to ensure a liquid-free 
vapor. It then entered an oil separator to have the injected oil 
removed before entering the compressor to complete the loop. 
For the condensation tests, the hot vapor was desuperheated, 
condensed, and subcooled throughout the test section before it 
entered the flow meter. The concentration of oil (AB/cs68 oil 
for R-22 and POE/cs68 for R-134a) was controlled to 1 percent 
by mass. 

Test Section. The test section consisted of six identical 
horizontal passes, constructed as double tube heat exchangers. 
Each pass was about 2.2 m long and connected, in order, by 
7.6 cm radius U-bends. The heat transfer section of each pass, 
which had the water path in the annular side, was 1.8 meters 
long. 

The inner (refrigerant) tube of the test section was a 9.5 mm 
(nominal \ inch) copper tube of 0.348 mm wall thickness with 
72 axial fins of 0.185 mm height on its inner surface. The apex 
angle of the fins was 15 deg and the helix angle was 0 deg. 
The refrigerant pressure was measured with a Heise gauge at 
the entrance to pass one and at the exit of pass six. The refriger­
ant pressure drop was measured across each of the six passes 
and return bends using differential pressure transducers. Ther­
mocouples for refrigerant-side measurements were located at 
the entrance and exit of each pass. 

The annulus-side water, providing heating (evaporating 
mode) or cooling (condensing mode), flowed through the annu­
lar space between inner and outer tubes. Two separate water 
supplies, entering the first and the fourth passes, were used to 
limit the total water temperature change and improve accuracy. 
The water temperature was measured at the entrance and exit 
of each pass using calibrated high precision platinum resistance 
temperature detectors (RTDs). 

Experimental Procedure. The refrigerant flow rate and 
supply liquid temperature were adjusted so that the refrigerant 
mass velocity and entering vapor quality were at the desired 
values. The water flow rate and temperature were then adjusted 
until the condensation or evaporation process was complete at 
the appropriate location along the circuit. After steady-state 
conditions were attained in the system, all measurement chan­
nels were scanned three times with a data acquisition system. 
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Fig. 1 Experiment apparatus 

The results were examined by checking the average and stan­
dard deviations before data sets were accepted for subsequent 
data reduction. 

Data Reduction 
The amount of heat transferred in each pass, QW:„, was deter­

mined from the water side via the water flow rate, mw, and the 
temperature rise in each pass. Minor corrections for ambient 
heat transfer were made for both the water and refrigerant sides. 
The amount of heat transferred in the test section for the refriger­
ant side, the product of measured refrigerant flow rate and spe­
cific enthalpy change from the entrance to the exit of the test 
section, was also determined, in order to check the energy bal­
ance between the water and refrigerant sides. The enthalpies of 
the refrigerant superheated vapor and subcooled liquid entering 
and leaving the test section, hr;m and hr<0M, were taken from 
thermodynamic properties at the appropriate saturation condi­
tions and the measured superheat and subcool temperatures. 

The water-side measurement was the basis for subsequent data 
treatment due to its reliability. 

The flow rate of refrigerant was based on the net heat trans­
ferred and the specific enthalpy change across the test section, 

mr = 
ZQW 

"r,o 
(1) 

The specific enthalpy change was apportioned according the 
fraction of the total heat transferred by each pass, 

- h • + . +G= (2) 

The vapor quality at the entrance and exit of each pass was 
defined in terms of the specific enthalpy at the chosen points 
and the enthalpies of saturated vapor and liquid, 

x = A-
h — h 
'ni.sat ' ( / , s 

(3) 

N o m e n c l a t u r e 

A = area 
Bo = boiling number 

d = diameter of tube 
G = mass flux 
h = heat transfer coefficient 
k = conductivity 
/ = length 

LMTD = log mean temperature differ­
ence 

m = mass flow rate 
Nu = Nusselt number, hdlk 

P = pressure 
Pr = Prandtl number, Cpfi/k 

Q = heat transfer rate 
Re = Reynolds number 

Re* = modified Reynolds number, 
Gxdl ncfp,l pv 

T = temperature 
x = vapor quality 

X„ = Martinelli parameter, (x/(l -
*))M(p,/p„)a5(/VM/)° 

U = overall heat transfer coefficient 

Greek Letters 
\x = viscosity 
p = density 

Subscript 
i = inside 

in = inlet 
/ = liquid 

n = pass number 
o = outside 

out = outlet 
r = refrigerant 

sat = saturation 
w = water 
v = vapor 
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Table 1 Test conditions 

R-22 R-134a 

Cond. Evap. Cond. Evap. 

Nominal Tn, ,"C 40.6 7.2 40.6 7.2 

Mass flux, 
kg/m2-s 

140,0-
1260,0 

132.9-
570.0 

131.1-868.0 70.5-393.3 

Entering quality super-heat 0.15 super-heat 0.15 

Leaving quality slightly 
sub-cooled 

2.8-5.6 K 
super-heat 

slightly 
sub-cooled 

2.8-5.6 K 
super-heat 

dx/dl, (1/m) 0,0085 0.0073-
0.015 

0.0085 0.0073-0.015 

The overall heat transfer coefficient for the reth pass was 

U„ = a 
A, „LMTD„ 

(4) 

where the internal surface area, A,, was calculated based on the 
area of a smooth tube having an inside diameter equal to the 
maximum inside diameter of the micro-fin tube. The ratio of 
the micro-fin surface area to the smooth surface area was 1.64. 
The refrigerant temperatures were based on the measured corre­
sponding saturation pressures at the entrance and exit of each 
pass. The quasi-local refrigerant-side heat transfer coefficient, 
hri„, for the nth pass were obtained as: 

J_ 
K,n 

A; A, In (ZVD,) 

A„hw,n 2irkL 
(5) 

where the water-side heat transfer coefficient, /JWI„, was deter­
mined through the use of a modified Wilson plot technique. 
The uncertainty of the refrigerant-side heat transfer coefficient 
was about 5 percent, based on the error analysis of the test 
facility, the uncertainty of the data, and the uncertainty of the 
water-side heat transfer coefficient. 

Test Results and Discussion 
The test conditions used in this study are summarized in 

Table 1. The heat flux varies in evaporating tests by adjusting 
the annulus water temperature to fully evaporate the refrigerant 
at the exit of passes 3, 4, and 6. 

Heat Transfer Coefficient. The correlation of the nondi-
mensionalized groups collapse the condensing data for both R-
22 and R- 134a (Fig. 2) . For a given mass flux and vapor quality, 
the lower vapor density of R-134a relative to R-22 results in 
higher vapor velocity. Thus, R-134a yields a higher local con-

^ 15.00 

J 

R-134A 
R-22 

1085(800,000) 

0 0.2 0.4 0.6 0.8 

Vapor quality, x 

Fig. 3 Local condensing heat transfer coefficient 

densing heat transfer coefficient (Fig. 3), based on the correla­
tions developed from the data. The ratio of integrated arithmetic 
average heat transfer coefficient h = J0 h(x)dx based on the 
correlations (Fig. 4) shows that R-134a gives a 8 percent to 18 
percent higher condensing heat transfer coefficient. 

Both R-134a and R-22 evaporating data demonstrate that the 
heat transfer coefficient behaves quite differently in a high vapor 
quality region (X„ > 14.0) compared to a low vapor quality 
region (X„ < 14.0). In the low vapor quality region, the heat 
transfer coefficient increases with vapor quality; in the high 
vapor quality region it decreases. Most of the commonly used 
correlations do not cover the high vapor quality region. The 
sign change of the exponent of X„, from positive in low vapor 
quality region to negative in high vapor quality region (Fig. 5 -
Fig. 8), implies the difference between heat transfer characteris­
tics in the two regions. The primary cause of the change in the 
heat transfer behavior is vapor velocity, which results in dry-
out of the wall at high vapor quality, and therefore decreases 
the heat transfer rate. In the region of X„ < 14.0, the data also 
suggest that the boiling contribution can not be neglected. In 
the region of X„ > 14.0 the boiling contribution is suppressed 
and the boiling number can be dropped in the correlation. 

R-134a exhibits two major differences in heat transfer charac­
teristics from R-22: (1) the decrease of heat transfer coefficient 
with mass velocity for mass velocity above 270 kg/m2-s; and 
(2) a lower heat transfer coefficient in the low vapor quality 
region and a higher coefficient in the medium quality region for 
mass velocity below 270 kg/m2-s. R-134a has a lower reduced 

8.5 9 9.5 10 10.5 11 11.5 12 12.5 

In(Re') 

Fig. 2 Condensing heat transfer coefficient for R-22 and R-134a 

EVAPORATING FRICTIONAL PRESSURE DROP 

Fig. 4 Ratio of average heat transfer coefficient and pressure drop be­
tween R-134a and R-22 as a function of mass flux 
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Fig. 5 Evaporating heat transfer coefficient of R-22 for Xa < 14.0 
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Fig. 8 Evaporating heat transfer coefficient of R-134a for X„ > 14.0 
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Fig. 6 Evaporating heat transfer coefficient of R-22 for X„ > 14.0 
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Fig. 7 Evaporating heat transfer coefficient of R-134a for X„ < 14.0 

pressure than R-22 (0.086 versus 0.117) and its boiling contri­
bution is expected to be lower (Cooper, 1984). This results in 
a lower heat transfer coefficient for R-134a in comparison to 
R-22 at low vapor quality (Fig. 9). On the other hand, a higher 
vapor velocity of R-134a leads to a higher heat transfer coeffi­
cient at medium vapor quality region. The heat transfer coeffi­
cient of R-134a is correlated in the same form as R-22: 

Nu 
p r0.4 

c, v C.-D^C. exp(C0)Rec^!;2Bo 

R-134A 
R-22 

474 (350, 

203(150,000) 

Mass flux = 136 kg/s-m2 (100,000 Ib/hr-ft2) 

0.15 0.26 0.35 0.45 0.55 0.65 0.75 0.85 0.95 

Vapor quality, x 

Fig. 9 Local evaporating heat transfer coefficient 

Table 2 Constants in R-134a evaporating heat transfer correlation 

Co C, C2 C j 

Gr<270 kg/m2-s Xtt<14 -6.57 1.270 0.795 0.07 Gr<270 kg/m2-s 
Xtt>14 0.44 0.792 -0.655 0.0 

Gr>270 kg/m2-s Xtt<14 10.11 -0.557 0.387 0.078 Gr>270 kg/m2-s 
Xtt>14 12.95 -0.641 -0.809 0.0 

A R-22 

-2 
a R-134a . 

° ° * DO * D 

g&°* 
-2.5 4"» °°° o n n A *n 

-3 a . 4 . * * * 

•>*4iT 

3.5 

<* 

and the constants are given in Table 2. 

ln(0.898Re,-°"7X-° , a) 

Fig. 10 Evaporating friction coefficient for R-22 and R-134a 
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Table 3 Experimental results for condensation heat transfer with R-134a 

Source Refrigerant ID/ 
Length 

Mass flow rate 
kg/m2-s 

Test/ 
Inlet/outlet 
condition 

Increase of 
condensing 

Heat 
Transfer 

Eckels & Pate 
(1991 ) 

R-134a/R-12 
7.98 mm/ 

3.66 m 
130-400 

Tsat 30-50 ° 
Inlet: X=0.80-0.88 
outlet: X=.05-0.13 

25-30% 

Torikoshi et al. 
(1993) R-134a/R-12 

8.71 mm/4 m 
smooth 

54.3-271.2 Tsat=50 °C 
Superheat 45°C 
Subcooling 4 °C 

25% 

Dobson et al. 
(1993a) 

R-134a/R-12 4.57 mm)/2.9 m 
smooth 

74.59-495.0 35-60 °C 
X: 0.10-0.90 

10-20% 

Dobson et al. 
(1993b) 

R-134a/R-22 4.57 mm/2.9 m 
smooth 

74.59-495.0 35-60 °C 
X: 0.10-0.90 

Same 

Torikoshi et al. 
(1993) R-134a/R-22 

8.7mm/4 m 
smooth 

54.25-271.2 
10% 

Christofferson et al. 
(1993) 

R134a/R-22 4.57 mm/2.9 m 
smooth 

74.59-495.0 Tsat=45 °C 
X: 0.0-1.0 

Slightly 
higher at 

highx 

Present studies R134a/R-22 9.5 mm/10.8 m 
axial grooved tube 

128.8-868.0 Tsat=40.6 °C 
X: 0.0-1.0 

8-18% 

As vapor velocity goes beyond a certain value, the liquid 
film in an annular flow can become unstable. The vapor begins 
to strip the annular liquid film from the inner wall of the tube. 
As a result, the wall may become partially dry, thus deteriorating 
the heat transfer. The heat transfer coefficient for R-134a de­
creases beyond 270 kg/m2-s mass velocity for the whole vapor 
quality region (Fig. 9). This behavior is clearly shown in the 
ratio of the integrated heat transfer coefficient over vapor quality 
between R-134a and R-22 (Fig. 4). 

Frictional Pressure Drop. The evaporating frictional pres­
sure drop data (Fig. 10) suggest that the frictional pressure 
drop coefficient, based on vapor density, 

AP 
Al 

1 . (Gx)2 

2dJ p„ 
(6) 

can be correlated for different refrigerant data, better than that based 
on liquid density. At a given mass velocity, the two-phase flow 
pressure drop is approximately proportional to the inverse of the 
vapor density. This result agrees with commonly accepted theory. 
In the Martinelli number, X„, the density ratio is the dominant factor 
if the viscosity ratio of the two refrigerants is close to unity. Taking 
the integrated arithmetic average over vapor quality based on the 
evaporating pressure drop correlations for R-134a and R-22, Fig. 4 
shows that R-134a yields a 50 percent higher frictional pressure 
drop on average relative to that of R-22. 

Table 4 Experimental results for evaporation heat transfer with R-134a 

Source Refrigerant ID/ 
Length 

Mass flow 
rate 

kg/m2-s 

Test/ 
Inlet/outlet 
condition 

Increase of condensing Heat 
Transfer (HR) coefficient and 
Pressure Drop (PD) relative 

to R-22 

Eckels & Pate 
(1991) 

R-134a/R-12 7.98 mm/3.66 m 130.0-398.7 
Tsat 5-15 °C 

Inlet: X=0.05-0.13 
outlet: X=.80-0.88 

HR:40% for smooth and 20% 
for Micro-fin 

PD: up to 50% 
Kedzierski & Kaul 

(1993) R-134a/R-12 
9mm smooth 

(roughness 0.3um) 
Re: 0-9500 P«<fo«rrf=0.13 

X=0.1 HR:20% 
Wattelet, Chato et 

al. (1993a) 
R-134a/R-12 7.0 mm/ 2.44 m 

smooth 
25.77-103.1 -15—5°C 

X: 0.10-0.90 HR:25% 
Wattelet, Chato et 

al. (1993b) R-134a/R-22 
7.75 mm/ 2.44 m 

smooth 25.77-103.1 
-15—5 °C 

X: 0.10-0.90 HR:same 
Torikoshi et al. 

(1993) R-134a/R-22 
8.71mm/4m 

smooth 54.25-271.2 
HR:-15% 
PD: 63% 

Christofferson et al. 
(1993) 

R-134a/R-22 7.75 mm/ 2.44 m 
smooth 50.85-508.6 

Tsat=5-15.6°C 
X: 0.20-0.90 

HR: same 
PD: 50-70% 

Present studies R-134a/R-22 9.5 mm/ 10.8 m 
axial grooved tube 89.78-534.4 Tsat=4.4-15.6°C 

HR: similar for mass velocity 
below critical value 

PD: 50% 
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The pressure drop through the return bends is about 25 per­
cent of the total pressure in the six passes. In the data reduction, 
the return bend pressure drop is excluded from the data. There­
fore, the above discussion on pressure drop only applies to 
straight tubes. 

Comparison to Other Results 
Considering the uncertainty of the test data, our test results 

agree reasonably well to some of the data reported in literature 
(Tables 3 and 4). Besides, there are several factors that may 
have contributed to the discrepancy between the present data 
and those from literature: 

1 Shorter test section: most of the tests in the tables have 
much shorter test sections and impose much higher heat 
fluxes (dx/dl) than those in the present study. 

2 Different test conditions: such as tube diameter, mass veloc­
ity, etc. 

3 Local versus average heat transfer coefficient: most of those 
investigations obtain average heat transfer data. The average 
heat transfer coefficient in two-phase flow is dependent on 
the operational conditions. Thus, special attention should be 
paid to the test conditions when comparing the test results 
from different sources. 
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Nonaxisymmetric Convection in 
Stationary Gas Tungsten Arc 
Weld Pools 
Observations of surface flow patterns of steel and aluminum GTAW pools have been 
made using a pulsed laser visualization system. The weld pool convection is found 
to be three-dimensional, with the azimuthal circulation depending on the location of 
the clamp with respect to the torch. Oscillation of steel pools and undulating motion 
in aluminum weld pools are also observed even with steady process parameters. 
Current axisymmetric numerical models are unable to explain such phenomena. A 
three-dimensional computational study is carried out in this study to explain the 
rotational flow in aluminum weld pools. 

1 Introduction 

Fusion welding processes are the most common class of tech­
niques for the joining of metallic materials. Their use spans 
large structural applications such as the joining of aircraft sec­
tions and submarine hulls, to microfabrication steps involving 
electronic packages. These processes involve the use of an in­
tense energy source such as an electric arc, electron beam, or 
laser for the localized melting of the two materials to be joined. 
The pieces are joined upon solidification of the molten region. 
Additional molten filler material may be introduced using a feed 
wire. If no filler is employed, the welding process is termed 
autogenous. Currently, over fifteen different types of fusion 
welding processes are in common use {Welding Handbook, 
1991). 

The relatively recent interest in understanding the fluid flow 
characteristics during fusion welding has resulted from an in­
creasing concern for quality improvement and process automa­
tion. It is now well established that the weld pool flow and 
thermal and solidification characteristics have a profound im­
pact on the microstructure of the weld region (Woods and Mil-
ner, 1971), and hence, the resulting strength and other mechani­
cal properties of the welded joint. Correlation of process param­
eters, such as welding power and heat source speeds to the weld 
pool flow and heat transfer, has resulted in significant current 
interest. The joining of large structures requires consistent qual­
ity control over extended lengths, often difficult to achieve man­
ually. This, coupled with the need for increased process speeds, 
has resulted in a move towards automated welding. Indeed, the 
experience and skills of a trained welder must be replicated by 
such automated systems if they are to be successful. Such pro­
cess intelligence can be provided by arrays of sensors which 
may monitor, for example, the thermal or acoustic emissions 
from the weld pool and the surface flow patterns. By identifying 
the signatures associated with acceptable and faulty welds, the 
sensor array can be used to monitor and control weld quality 
on-line (Doumanidis, 1994). 

Due to the potential importance of weld pool flow and heat 
transfer modeling, a number of investigations into their charac­
teristics have been made. The two most widely modeled welding 
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processes are Gas Tungsten Arc Welding (GTAW) and laser 
welding. The focus of the present study is on the GTAW pro­
cess. Indeed, a number of comprehensive studies exist on laser 
weld pools. However, the physical phenomena found in such 
pools are considerably different due to the different nature of 
heat source and absence of electromagnetic forces. As a result, 
we have not discussed laser welding studies in this paper. 

In the GTAW process, the weld pool is created by an arc 
produced by a stationary electrode placed over it (Fig. 1). At-
they (1980) examined the fluid mechanics of an isothermal 
weld pool under the influence of electromagnetic or Lorentz 
forces, set up as a result of the interaction of the current flow 
and the self-induced magnetic field. Closed form expressions 
were obtained for the axisymmetric Lorentz force field by solv­
ing the Maxwell's equations under the magneto-hydrodynamic 
assumptions. Fluid flow and temperature variations were exam­
ined in a comprehensive study by Oreper and Szekely (1984), 
who numerically solved the axisymmetric transport equations 
under the combined influence of buoyancy, surface tension 
(Marangoni), and electromagnetic forces. The flow patterns 
were found to be radially inward or outward, depending on 
the variation of the surface tension with temperature. For pure 
metallic melts the surface tension decreases with temperature 
resulting in radially outward surface flows. With the addition of 
surface-active agents, the nature of surface tension-temperature 
relationship is altered, and the surface flow pattern may be 
reversed. 

A number of follow-up computational studies of the GTAW 
process have included the effects of the heat source movement 
and three-dimensional transport (Kou and Wang, 1986; Zacha-
ria et al., 1988; Ramanan and Korpela, 1990; Kanouff and Greif, 
1992). The key aspects of selected computational studies on 
GTAW are summarized in Table 1. These studies have brought 
out the effects of surface tension forces and melt Prandtl num­
ber. Recent calculations (Dutta et al., 1995) reveal that in most 
welding applications, the current flow path from the anode to 
the cathode is nonaxisymmetric. Significant modifications in 
the flow patterns compared to the axisymmetric formulation 
were found under these conditions. 

Despite the large number of numerical investigations of weld 
pool fluid flow and heat transfer during GTAW process, only 
limited experimental corroboration of these exists. The high 
temperatures and luminosities in the vicinity of weld pools gen­
erally make such measurements quite difficult. Only recently 
have surface temperature measurements, using optical tech-
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Fig. 1 Schematic sketch of the GTAW process 

niques, been reported for weld pools (Kraus, 1989). The avail­
ability of pulsed high power lasers have made the visualization 
of the weld pool free surface possible (Bolstad, 1987), yet no 
systematic study of these has been reported. 

The present investigation is carried out to visualize the free 
surfaces of steel and aluminum weld pools during autogenous 
GTAW. A number of new features observed during this investi­
gation reveal the complexities of weld pool motions. These 
include surface rotations, oscillations, and undulations which 
have not been predicted by any of the existing computational 
studies. Computations are next carried out using a three-dimen­
sional, finite volume based approach to explain the observed 
rotational flow patterns in aluminum weld pools using a nonaxi-
symmetric Lorentz force formulation. The need for experimen­
tal validation of computational models of complex processes, 
such as welding, is clearly brought out by the present study. 

2 Experimental Apparatus and Procedure 
The heart of the welding system is the power source (Miller 

Model SR600/SCMIA, 239/450 Volts) which can be set at 
different currents ranging from 50 to 500 amps, and voltage 
ranging from 10 to 35 volts. The uncertainties in the measured 
current and voltage are ±2 A and ±0.2 V, respectively. The 
torch, which is designed to hold the tungsten electrode firmly, 
and to transmit the welding current to the electrode, is water 
cooled. The electrode is shielded by Argon gas flowing through 
a ceramic nozzle fitted at the end of the torch. 

In arc welding operations, the weld pool and its vicinity are 
subjected to extreme bright light because of the arc. This makes 
it very difficult to perform flow visualization using regular video 
imagery techniques. In the present study, an intense pulsed 
ultraviolet laser is used to overcome the bright arc light effects. 
A commercially available laser-augmented welding vision sys­
tem (manufactured by Control Vision Inc., Idaho) consisting 
of a pulsed nitrogen laser, an image intensifier tube, a solid 
state video camera, a video monitor, a time lapse recorder, and 
a system controller, is used. The camera contains a standard end-

viewing optical head which interfaces directly with the image 
intensifier tube that is integrated with the camera. The camera 
is located about six to eight inches from the weld site, for the 
best field-of-view, and can be adjusted by appropriate refocus-
ing of the lens barrel. A schematic diagram of the experimental 
arrangement is shown in Fig. 2. 

The camera and laser light are focused at the region of the 
workpiece just below the tungsten electrode. For stationary arc 
welding (as in the present study) both the workpiece and the 
electrode are held stationary. For moving arc welding opera­
tions, the workpiece is moved linearly after the arc is struck. 
The pulsed laser light reflected from the welding site is instanta­
neously much brighter than either the direct emission or reflec­
tion from the welding arc at the laser wavelength. The video 
camera is equipped with a CCD video sensor and a very high 
speed electronic shutter which is synchronized with the laser 
flash. The laser, in turn, is synchronized with the framing of 
the video sensor and is fired once for each video frame. Each 
pulse fired by the laser lasts for about 3 ns (nanoseconds) at a 
wavelength of 337 nm (nanometers) which corresponds to the 
near-visible ultraviolet portion of the electromagnetic spectrum. 
A narrow-band optical filter matching the laser wavelength fur­
ther suppresses the arc lighting and produces a clean video 
image for flow visualization at the weld pool free surface. 

3 Visualization of Weld Pools in Steel 
In most common applications, the electrode in GTA welding 

has a negative potential. The arc impinges vertically onto the 
weld pool and the electrons then flow through the weld pool to 
the ground off-take point (clamp). Position of the clamp relative 
to the electrode would, therefore, affect the current flow path 
inside the workpiece which may, in turn, affect the Lorentz 
force field inside the weld pool. One of the objectives of the 
present study is to study how a nonaxisymmetric current field 
alters the flow of molten metal inside the weld pool. 

Two kinds of workpiece geometry are used: a circular steel 
plate with the clamp located at the bottom geometric center of 
the plate (Fig. 3a) for creating an axisymmetric current path; 
and a rectangular plate with the clamp located at a corner (Fig. 
3b) for producing an asymmetric current flow. In either case, 
the electrode is held stationary at the center of the workpiece. 
The location of the workpiece also remained fixed in space 
to produce a stationary bead-on-plate welding on steel plates. 
Although we realize that most practical welding operations are 
performed by moving the torch relative to the workpiece, the 
purpose of the present study, which is based on stationary weld­
ing, is to investigate the effects of current distribution on the 
flow patterns in the molten pool. Using the apparatus described 
in Section 2, we have carried out surface flow visualizations of 
steel welds by sprinkling alumina particles (which have a higher 
melting point than steel) and then observing their motion on 
the weld pool surface. Welding is performed at various current 

Nomenclature 

B = magnetic flux density vector 
c = specific heat 
h = heat transfer coefficient 

H = Enthalpy 
J = current density vector 
k = thermal conductivity 
L = latent heat of fusion 
n = direction normal to a surface 
q" = heat flux input 
Q = total heat input 
r = radial distance from the center of the 

torch 

rq = radius for heat input distri­
bution 

Tj = radius for current outflow 
distribution (at the elec­
trode end) 

SH = source term in energy equa­
tion 

Sx, SY, Sz = source terms in momentum 
equations in x, y, and z di­
rections, respectively 

t = time 
T = temperature 

Tm = melting temperature 

r„ = Ambient fluid temperature 
u, v, w = fluid velocity in x, y, and z di­

rection, respectively 
x, y, z = Cartesian coordinate system in 

a stationary reference frame 

Greek Symbols 
e = emissivity 
fj, = dynamic viscosity of the liquid 
$ = transport variables such as «, 

i), w, or T 
p = density 
a = Stefan-Boltzman constant 
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Table 1 Selected computational studies of weldpool convection during GTAW process 

Investigators/year Remarks 

Oreper and Szekeley (1984) 

Kou and Wang (1986) 

Correa and Sundell (1986) 

Zacharia et al. (1988) 

Ramanan and Korpela (1990) 

Kanouff and Greif (1992) 

First computations of stationary, axisymmetric GTA welding process using finite difference method; 
included bouyancy, electromagnetic, and surface tension effects. 

Moving arc source GTA process, including the driving forces considered in Oreper and Szekeley 
(1984). Also, assumed axisymmetric Lorentz force field. 

Axisymmetric stationary arc source. Same effects as in Oreper and Szekeley (1984) included. 
Different grid sizes for computation of flow and electromagnetic fields. 

Three-dimensional calculations with the three driving forces considered in Oreper and Szekeley 
(1984). Surface curvature effects, turbulence model and filler included. Results for autogenous 
GTAW show pool free surface depressed at center. 

Axisymmetric stationary arc source. Same effects as in Oreper and Szekeley (1984). Pointed out the 
need for adequate resolution near the free surface. Used multi-grid methods. 

Axisymmetric stationary arc source. Same driving sources as in Oreper and Szekeley (1984). 
Evaporation model used at the free surface. Moving grids used to track the phase change 
boundary. 

levels and for different clamp positions. Some noteworthy ob­
servations are presented below. 

With a circular steel plate (30.5 cm diameter, 2.54 cm thick) 
clamped at the bottom center, and with a power level of 1.13 
kW (100 A and 11.3 V), the surface flow visualizations reveal 
a smooth laminar weld pool with virtually no circumferential 
rotation. A radial pulse phenomenon is observed in a number 
of these runs at this low power level. Previously seeded particles 
of alumina periodically moved from the outside of the weld 
pool toward the center along annular rings. Although a complete 
explanation for this motion does not exist, the inward radial 
direction of flow suggests partial agreement with the existing 
models using axisymmetric current distribution (e.g., Zacharia 
et al., 1989; Ramanan and Korpela, 1988). Kou and Wang 
(1986) indicate that axisymmetric electromagnetic forces cause 
an inward radial motion, counteracting an outward motion cre­
ated by buoyancy. Surface tension forces would normally pro­
duce an outward flow but the driving force can be reversed by 
the presence of surface-active chemicals such as sulfur and 
manganese (Sahoo et al., 1988). The pulsed inward motion 
observed in the present experiments may indicate an instability 
of the flow which is not predicted by the existing models. With 
a higher current level (198 A), too, there is no observed rotation 
of pool for the same welding configuration. Flows tend to be 
more active than at lower currents but particles of alumina on 
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Cooling 
Water / 

y 
(-) Power 

Supply L 

Power 
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Nitrogen 

Fig. 2 Schematic diagram of the experimental arrangement 
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the surface are observed to remain in the same relative position 
for long periods of time (3 to 4 seconds). In several instances, 
particles are found to be spinning about a local axis, while 
rotation about the center of the pool is not observed. 

With a rectangular steel plate (30.48 cm X 15.24 cm X 2.54 
cm) clamped at a corner (Fig. 3b), the surface flow visualiza­
tions of the weld pools reveal some interesting features. Alu­
mina particles sprinkled on the pool surface are observed to 
rotate about the pool axis. With the clamping arrangement as 
in Fig. 3b, a clear clockwise rotation is observed as shown in 
the picture sequences in Fig. 4. As marked by the arrows in 
Fig. 4, a visible alumina particle is observed to execute half a 
revolution (180 degrees) in about two-thirds of a second. The 
observed speed of rotation is found to fluctuate between slow 
and rapid circulation but the overall clockwise rotation is, in­
deed, obvious. Present axisymmetric GTAW models do not 
predict this circumferential rotation of weld pools. However, 
similar circulation was observed experimentally by Woods and 
Milner (1971) in a molten copper pool with a similar location 
of the anode. Recently, Dutta et al. (1995) showed numerically 
that a nonaxisymmetric clamp location does, indeed, produce a 
rotation of a steel weld pool about its axis. 

Fig. 3 Two kinds of clamping arrangement; (a) a circular steel plate 
with the clamp located at the bottom geometric center of the plate for 
creating an axisymmetric current path; and (fa) a rectangular plate with 
the clamp located at a corner for producing an asymmetric current flow 
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(a) time a 0 sec (b) times 0.1 sec 

(c) time = 0.2 sec (d) time = 0.3 sec 

(e) time = 0.4 sec (f) time a 0.5 sec 

(g) time = 0.6 sec 0.7 sec 

Fig. 4 Weld pool rotation during steel welding (200 A, 14.0 V, 4 mm arc length, 20 
deg electrode tip angle) as observed from the movement of the floating alumina 
particle 

Oscillations are observed for several nonsymmetric clamp 
locations, especially at high currents. Oscillations in shape, 
size, and centering of the weld pool are clearly observable, 
usually after the pool becomes fully developed. Selected 
video frames displaying weld pool oscillations are presented 
in Fig. 5. Neither the existing computational models (Atthey, 
1980; Oreper and Szekely, 1984; Kou and Wang, 1986; Za-
charia et al., 1989; Dutta et al., 1995) nor the experimental 
studies (Kraus, 1989; Bolstad, 1987) have been able to bring 
out this phenomenon. 

4 Visualization of Weld Pools in Aluminum 
Similar experiments are also conducted with 1.25 cm thick 

rectangular aluminum plates with non-symmetric clamp loca­
tions as shown in Fig. 3b. Weld pool development and sur­
face flow pattern are of primary interest in these experiments. 
Flow visualization on the free surface is considerably more 

difficult on the aluminum because of the rapid build up of 
an oxide layer on the surface. However, several features 
unique to aluminum are detected. For example, a vertical 
undulation of the pool surface is noted during the welding 
process. This undulation is found to rotate in a counterclock­
wise direction as revealed in Fig. 6 which corresponds to the 
case in which the clamp is located at the top left corner of 
the workpiece. Also, a crater-shaped depression is formed 
in the pool region upon cessation of the welding arc and 
solidification of the material. 

During low power welding (100 A, 11.2 V) the weld pool 
is virtually impossible to distinguish from the surface oxide 
layer due to the very small size of the pool (approximately 
3.0 mm diameter). For higher power welds (150 A, 11.2 V) 
the weld pool diameter is found to grow to approximately 
7.0 mm. At this power level, vertical undulation of the molten 
pool and depression in the solidified material are noted. Sur­
face flow visualization revealed a distinct counterclockwise 
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(a) 
time = 0 sec. 

(b) 
time = 2 sec. 

(c) 
time = 4 sec 

in Fig. 1, the three-dimensional governing transport equations 
in the weld pool and its surroundings are: 

Continuity: 

& + j - (pu) + | - (pv) + ~ (pw) = 0 (1) 
at ox ay dz 

Momentum: 

9 , , 9 , , d , , 8 , „ d I du 
o~t die P + a~ + a~ = o~x V ~dx 

^ l ^ j + l ( " l ) - | + s- «> 
0 , , d , N d , , d , N d / 8v\ - <„„) + - (,»„) + - (p») + - (pWv) -Jx[,jx) 

d_ I dv\ d_t dv\_dp 
°y \ ®y / 9z\ dzj dy y 

9 , 9 , , d , 
TT (PW) + 7T (PUW) + — (pvw) 
at ox ay 

d_ _ d I dw\ 8 I dw 
dz dx \ dx J dy \ dy 

+ d_f 9w\_dp 
dz\9z) dz 

Fig. 5 Weld pool oscillation during steel welding (200 A, 14.0 V, 4 mm 
arc length, 20 deg electrode tip angle); the weld pool oscillates from left 
(a) to right (b) and back to left (c) 

Table 2 Data used in computations (for aluminum welding) 

rotation of the molten material underneath the oxide layer. 
This motion is inferred by the observed undulation of the 
oxide layer. Figure 6 contains a sequence of pictures showing 
vertical undulation of the oxide layer making it apparent that 
the material beneath the oxide layer is moving in a circular 
pattern. 

5 A Numerical Model for Aluminum Pools 
The experimental results clearly show that the weld pool 

dynamics are three-dimensional as well as unsteady. Needless 
to say, the existing two-dimensional axisymmetric models 
would not be able to predict such weld pool behavior. Recently, 
a three-dimensional transient model (Dutta et al., 1995) which 
included buoyancy, electromagnetic, and surface tension forces 
predicted a pool rotation of steel welds with an asymmetr ic 
c lamp location. The direction of azimuthal circulation was 
found to depend on the current flow path, and hence on the 
c lamp location relative to the torch position. 

For the case of a luminum, however, a thick oxide layer devel­
ops quickly on the pool surface which then suppresses surface 
tension effects. Hence, surface tension forces, which proved to 
be a dominant factor influencing steel weld pools, are now 
excluded from the present model of a luminum pools. Also, our 
experimental observations reveal that the oxide layer is rela­
tively stationary while the molten metal beneath it appears to 
be stirred vigorously. Consequently, the top surface is modeled 
with a no-sl ip condit ion for the velocities. Surface deformation 
has been ignored for the t ime being as our primary focus in 
this study is to examine the effects of asymmetr ic current path 
on the dynamics of the pool. With reference to the sketch shown 

density, P (kg/rrr) 2300 

viscosity, n (kg/m-s) 0.0005 

thermal conductivity, k (W/m-K) 138 

specific heat, c (J/kg-K) 1174 

current input (A) 150 

voltage (V) 12 

welding thermal efficiency 0.9 

radius for heat input distribution, r„ (m) 0.0035 

radius for current density distribution, r: (m) 0.0032 

melting point, Tm (°C) 660 

latent heat of fusion, L (J/kg) 3.95E+05 

length of workpiece, (m) 0.04 

width of workpiece, (m) 0.04 

thickness of workpiece, (m) 0.009 
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0.000 sec 0.267 sec 

0.467 sec 0.667 sec 

0.900 sec 1.067 sec 

1.200 sec 1.400 sec 

Fig. 6 Observed undulating motion and rotation of an aluminum pool (150 A, 11.2 V, 
3 mm arc length, 20 deg electrode tip angle); the arrows mark the instantaneous 
location of a wavefront describing a counterclockwise rotation 

Energy: 

| (pH) + £ (puH) + £. (pvH) + £ (pWH) 
at ox ay oz 

_9_(,dT\ d_ 

dx \ dx J yx 

dT 

dy. 

d_ 
zx 

, dT 
kTz 

+ SH (5) 

In this numerical model, a single domain enthalpy-porosity 
method (Brent et al., 1988) has been used for the phase change 
process. Phase change is assumed to occur isothermally at Tm. 
The source terms in the above momentum equations include 
the porous medium model of the mushy region at the solid/ 
liquid interface, the (J X B) Lorentz force components in the 
respective directions, and the buoyancy force in the vertical 
direction. 

The electromagnetic force terms in the above equations can 
be obtained by solving a steady state version of Maxwell's 

equations in the domain of the workpiece. The numerical 
method for obtaining the nonaxisymmetric Lorentz force field 
and the implementation of the enthalpy-porosity model for the 
phase change process are described elaborately in Dutta et al. 
(1995). The boundary conditions for the flow variables (u, v, 
w, T), with reference to the workpiece, are as follows: 

Top surface: Gaussian heat flux input, radiative and convec-
tive heat loss, 

dT 
-q"(r)-h(T- r . ) - ae{T4 - 71} = -k — (6) 

dy 

Flat surface condition, v = 0 

No slip condition, u = w = 0 

(7) 

(8) 
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Sides: 

Convective heat loss, h(T — Tx) = —k 
dT 

8n 

Bottom: 

Insulated, k — = 0 
ay 

Solid/Liquid interface: 

u = v = w 0, 7"; 

(9) 

(10) 

(11) 

In Eq. (6) , the heat flux input, q"(r), is assumed to have a 
Gaussian distribution on the top surface of the workpiece: 

q"{r) = — exp 
-nri 

(12) 

where Q is the total heat input into the workpiece, and rq is the 
radius for heat input distribution. In Eq. (9) , n is the direction 
normal to a surface. 

The boundary conditions for current flow, again, depend on 
the locations of the electrode (cathode) and that of the clamp 
(anode). In general, there would be a Gaussian distribution of 
current outflow at the top surface, with all other surfaces being 
electrically insulated except for the location of the clamp. At 
the top surface, the incident plasma arc causes a normal current 
flow with a current density profile assumed to be of the form: 

Ur) = : « P I - ; I (13) 

where n is the direction normal to the top surface, and rs is the 
radius for current outflow. The condition at the clamp is such 
that, for a steady current flow, the total current outflow at the 
top surface is equal to the total current inflow at the clamp. 

With the assumption that the electric current flow through 
the workpiece is steady and that there is no coupling between 
fluid flow and electric current, the Maxwell's equations are 
solved numerically, a priori, to calculate the Lorentz force field. 
A control-volume based finite difference method is employed 
to evaluate the current density field. The calculated Lorentz 
force field is then used as the body force distribution in the 
momentum Eqs. (2) , (3), and (4) . Next, the coupled continu­
ity, momentum, and energy equations are solved numerically 
using a fully implicit finite volume technique [ SIMPLER algo­
rithm (Patankar, 1980)]. In the numerical solution of the energy 
equation, the latent heat content of each control volume is up­
dated using the temperature field predicted from the energy 
equation after each iteration. The method followed here is de­
scribed elaborately in Brent et al. (1988). 

In arc welding modeling, the presence of an intense heat flux 
at the torch leads to large temperature gradients in the workpiece 
near the torch location. This also induces rapid melting of the 
metal (typically in less than a second) just after the arc is struck. 
As a result, choice of grid size and distribution along with time 
steps for computation are of utmost importance for accurate 
prediction of heat transfer and fluid flow in the weld pool. In 
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Fig. 7 Velocity and temperature fields for combined buoyancy and electromagnetically driven flow for an axisymmetric current distribution 
corresponding to a clamp location at center of an aluminum workpiece directly below the torch: (a) and (b) are the top views of the flow and 
temperature fields 0.2 mm below the top surface, respectively; (c) and (d) are the flow and temperature fields, respectively, in a sectional 
view 
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Fig. 8 Velocity and temperature fields for combined buoyancy and electromagnetically driven flow for a nonaxisymmetric current distribution 
corresponding to a clamp location at the top left hand corner of an aluminum workpiece: (a) and (b) are the top views of the flow and 
temperature fields 0.2 mm below the top surface, respectively; (c) and (d) are the flow and temperature fields, respectively, in a sectional view 

the absence of a surface tension driven boundary layer which 
is commonly found in steel weld pools, a grid size of 0.25 mm 
in the vertical direction is found to be sufficiently fine to capture 
the flow details. In the horizontal planes, various grid sizes are 
tried, ranging from a coarse (0.5 mm X 0.5 mm) to a fine (0.2 
mm X 0.2 mm). It is found that a grid size of 0.3 mm X 0.3 
mm is optimum for the parameters used in this study because 
a finer grid system is not found to alter the results appreciably. 
Outside the weld pool, in the solid region, a nonuniform grid 
system is used. Overall, a 43 X 43 X 23 grid system is used 
to discretize a workpiece having dimensions of 4.0 cm X 4.0 
cm X 0.9 cm. 

The time steps for computations are varied according to the 
stages of the melting process. During the conduction phase, 
large time steps (about 0.2 s) may be allowed until melting 
begins (typically after 0.4 s). Time steps during the initial 
stages of pool development are, however, chosen to be very 
small (about 0.05 s) to capture the details of the rapidly devel­
oping pool in the presence of vigorous convection by the action 
of electromagnetic and buoyancy forces. Time steps may be 
increased after the pool is sufficiently developed. Computations 
are continued until the weld pool is fully developed (typically 
10 s). 

The temperature and velocity values of each cell are checked 
after each iteration to verify convergence within a time step. 
Convergence is declared after the following conditions are satis­
fied at each grid point: 

</> - <£ol 

<i>m 
=3 10" (14) 

where 4> stands for each variable u,v,w, and T at a grid point 

at the current iteration level, </>oki represents the value at the 
previous iteration level, and <j)mm is the maximum value of the 
variable at that iteration level in the entire domain. In addition, 
an overall energy balance is performed during each time step, 
and iterations are carried out until the absolute value of the 
energy balance is within 0.1 percent of the total stored energy 
within the workpiece. 

Based on the above model, numerical studies have been made 
to bring out the effects of clamp location on the aluminum weld 
pool convection during stationary arc welding operations. The 
physical properties and other pertinent data used for the compu­
tations are listed in Table 2. It may be noted here that an assump­
tion of weld pool efficiency is necessary for modeling weld 
pool convection. In this case, we select a value of 0.9, which 
is consistent with the range provided by Giedt (1987) based on 
water cooled anode experiments. 

First, an axially symmetric current distribution is simulated 
by locating the cathode (electrode) just above the center of the 
top surface of the workpiece and the anode (clamp) under the 
workpiece directly beneath the cathode. This arrangement leads 
to a symmetric current flow and body force distribution. The 
resulting weld pool (Fig. 7) shows an axisymmetric radially 
inward flow somewhat similar to those predicted by axially 
symmetric models of steel weld pools found in the literature. 
It should be noted that the velocity at the top surface will be 
zero as a result of our imposition of the no-slip condition, hence 
the horizontal section chosen in Figs, la and lb is slightly below 
the top surface to reveal the nature of velocity and temperature 
distribution. 

However, in actual arc welding operations, the workpiece is 
usually clamped at an edge or a corner. In such a situation, the 
current flow through the workpiece will have a preferred direc-
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tion and will no longer be symmetric, as reported in Dutta et 
al. (1995). Figure 8 represents such a case where the clamp is 
located at the top left corner resulting in a counterclockwise 
circulation of the molten pool (Fig. 8a). The flow pattern in­
cluding the sense of rotation are in agreement with the experi­
mental observation presented above. A flat surface condition 
has been assumed in our model and it is unable to mimic the 
undulations of the oxide layer as observed experimentally. Fur­
ther possible refinements of the present model would include 
the use of a deformable free surface. Since the objective of the 
present study was only to demonstrate the existence of a non-
axisymmetric effect, such an effort was not undertaken here. 

6 Conclusions 

The experimental observations clearly suggest that the 
GTAW pool is three-dimensional and inherently unsteady. The 
variety of flow phenomena observed is not predicted by the 
existing axisymmetric models of weld pool convection. Weld 
pool dynamics are found to be sensitive to the location of the 
torch relative to the clamp. Azimuthal circulation of steel and 
aluminum pools was observed whenever the clamp is located 
at an edge or a corner. Also, pool undulations and oscillations 
are observed even if the process parameters are held steady. The 
present study provides a clear confirmation of nonaxisymtnetric 
convection patterns during the GTAW process. Such asymmet­
ric motions have a profound effect on the temperature distribu­
tion and peak temperature inside the weld pool, which, in turn, 
will have a significant effect on the extent of the heat affected 
zone, cooling rate, post-weld microstructure, and the mechani­
cal properties of the welded joint. 

Computations are presented for the Aluminum pool under 
a nonaxisymmetric Lorentz force field. The rotational motion 
observed in the numerical study is in good agreement with 
the predictions. In case of Aluminum, however, the effect of 
nonaxisymmetric motions on the temperature distribution is less 
significant but still present, as seen in Figs. 7 and 8. This phe­
nomenon with a low Prandtl number melt such as aluminum has 
also been observed in past studies (e.g., Ramanan and Korpela, 
1990). 
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Velocity and Relative Contact Size 
Effects on the Thermal Constriction 
Resistance in Sliding Solids  
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Nomenclature 
a = thermal diffusivity 

Ar = one cell real contact area (=21.2b) 
A, = one cell apparent contact area (=(2L) 2) 
b = half-width of the real contact area in y direction 
k = thermal conductivity 
/ = half-width of the real contact area in x direction 

L = half-width of the apparent contact area 
q = heat flux density 
Q = heat flux (=4(2/.2fc)) 

Rcs = thermal constriction resistance 
T = temperature 
T = average temperature 
u = dimensionless temperature (=TI(qLlk)) 
uc = dimensionless average temperature of the contact 

area 
u = u Fourier transform: Eq. (13) 
ii = u cosine Fourier transform: Eq. (14) 
V = sliding velocity 

V* = dimensionless velocity (=V2L/a) 
x,y, z = space coordinates 
£, fi, 77 = dimensionless space coordinates (£ = xlL, ji = yl 

L,rj = z/L) 
e = relative contact size (= vAr/A, =\exey) 

ex, ey = ratio UL and bIL respectively 
<Ac = constriction parameter ( = RcshlAr) 

1 Introduction 
It is well known that the contact temperatures of two sliding 

solids are important parameters in tribology (Play and Godet, 
1977). A review of research on dry friction is given by Ken­
nedy (1984). The author presents an analysis on thermal and 
mechanical aspects of sliding contact phenomena. Some ana­
lytical models (El-Sherbiny et al., 1977; Floquet et al., 1978; 
Gecim et al., 1984; Kouans et al., 1972) have been developed 
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in order to calculate the contact temperature and partition of 
heat between two sliding solids in perfect contact. The experi­
ments of Ling and Simkins (1963) show that there exists an 
important jump of temperature at the interface. The experi­
ments of Berry and Barber (1984), Mazo et al. (1978), and 
Vullierme et al. (1979) show that the contact resistance de­
creases while the velocity increases. The thermal resistance in 
static contact has been widely studied (Bardon, 1972; Beck, 
1979; Cooper et al., 1969; Degiovanni and Moyne, 1989; 
Fletcher, 1988; Negus et al., 1989; Yovanovich, 1976). In the 
sliding contact, the constriction phenomenon is modified by 
the motion and surface evolution effects. Some imperfect slid­
ing contact models (Bardon, 1994; Laraqi, 1992) have been 
suggested. These models are based on the thermal constriction 
resistances. The thermal constriction resistance plays an im­
portant role in the estimation of the local temperatures arising 
from dry friction between solids. Not only does it define the 
temperature jump at the contact area, as in static contact, but 
it also contributes to the partition of the heat flux generated 
by the friction between the two solids. 

A three-dimensional analytical model is developed in order 
to calculate the constriction resistance depending on geometrical 
(e) and dynamical (V*) parameters. It considers the surfaces 
to consist of numerous asperities represented by rectangular 
(or square) shaped heat sources centered in the square shaped 
apparent contact area (or heat flux tubes) and uniformly distrib­
uted over the contact plane. From the practical point of view, 
the roughnesses have any form and are randomly distributed, 
the average values of the heat flux tubes and asperities' dimen­
sions of the real surfaces can be calculated using statistical 
models (Cretegny, 1985; Withehouse and Archard, 1970). Con­
sidering equal values of the relative contact size, the dimen­
sionless thermal constriction resistances, for square or circular 
shaped heat flux tubes and asperities, are nearly identical (Ne­
gus et al , 1989). 

The geometry investigated using the present model is the 
same as the one considered in the analytical model of Degio­
vanni and Moyne (1989) and Negus et al. (1989), in stationary 
contact, and in the experiments of Vullierme et al. (1979), in 
sliding contact. The results issued from the present model are 
compared to those given in these references. The influence of 
the asperity geometry is also investigated. 

2 Schematization of the Local Heat Transfer Be­
tween Two Sliding Solids 

In this paragraph we consider only the thermal constriction 
effect. We analyse the local heat transfer between two rough 
surfaces in sliding contact (Fig. 1). In one contact cell, the 
heat flux Q0, generated in the solid/solid contact, is partitioned 
between the two solids; Qx for solid (1) and Q2 for solid (2). 
We assume, without limiting the generality of the model, that 
the interstitial thermal resistance is high. The temperatures at 
the boundaries of the constriction zone of both solids are T„, 
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The steady state heat transfer is given by the solution of the 
following equation in dimensionless form, 

(Pu Sh*_ &hi_ _ V*_du_ 

de + dtf + dri2 2 a? ~ 

with the boundary conditions, 

u ( - l , A*, 77) = u{ + \, fj., rj) 

- l s ( < + l 

0 =s M s 1 (6) 

, 0 < rj < oo 

0 < / J < 1 

O s i ) < c o 
(7) 

Fig. 1 Structure of a real contact 

and Tcs2, and T0 is the contact temperature. The thermal equilib­
rium is then given by 

To — Tcsl — RcsiQi (1) 

To — Tcgl = Rcs2Q2 (2) 

Go = Q. + Q2 (3) 

and therefore, 

fil = 
Rc, 

Qi = 

Rcs\ + ^?<;sa 

Rcs\ 

Rcsl + *Vs2 

Go + 

0>-

J c?2 i csl 

•*CJ2 ~ * csl 

(4) 

(5) 

Equations ( 4 - 5 ) consist of a first term that is similar but not 
equal to the local heat partition coefficient in the current 
literature, and a second one corresponding to a temperature 
jump. 

3 Development of the Analytical Model 

Consider an insulated semi-infinite medium (Fig. 2) , in 
which the plane (z = 0) is subjected to a uniform heat flux 
density q on the rectangular (or square) areas (21 X 2b). The 
periodicity length of the heat sources, assumed identical in the 
x and y directions, is 2L. The solid is moving with the velocity 
V along the x direction. 

Taking into account the periodicity of temperatures, and their 
gradients along the x-axis and their symmetry along the y-axis, 
the domain can be reduced by considering only one single cell 
(Fig. 2) . 
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oli Ok, I 0 s r\ < oo 

du - 1 =s £ =£ +1 
T - « , 0 , T J ) = 0 ] 
"M [ 0 =s 77 < oo 

(9) 

du | - l s ( < + l 
•(£. !.»?) = 0 -j (10) 

0 < 77 < 00 
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Fig. 2 Geometry of the studied contact surface 
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0 =s ^ s «> 

9M 

<9?7 
(£, M, °°) = e = . 2 

0 (elsewhere) 

- 1 < 5 < + 1 

0 s (i s 1. 

(11) 

(12) 
0.3-

0.2-

Considering the following finite Fourier transforms, 

ft = — I u exp(-i/?7r£)d£ 
2 J-i 

ap = 1 for p = 0 

ap = 2 for p = 1, 2, . . . , 

o.o-

0.005 

0.05 

0.1 

£ 

(13) 10 20 30 40 50 60 70 80 90 100 

y* 

- f 
ii = « cos (nnfj,)dfi (n = 0, 1, . . . , +°°) (14) 

Jo 

and their corresponding inverse transforms, 
u = u(n = 0) + 2 X u cos (mrpJ) 

Fig. 3 Constriction parameter evolution as function of e and V* 

4 Results and Discussion 
Figure 3 shows that (considering I = b) the constriction 

(15) parameter decreases with the increase of e and V*. Note 
that for a static contact (V* = 0 ) , Eq. (20) is identical to 
that given by Degiovanni and Moyne (1989), and Negus et 

( 1 6 ) al. (1989). 
The constriction parameter, given by Eq. (20), is composed 

of three terms showing the influence of the constriction in the 
the dimensionless surface temperature can be written as, x direction, the y direction and the three-dimensional effect, 

u = 9 t [ S u sxpiipirQ] 
p-0 

D _, V 2e' s i n ("my) c o s (nnn) Z, 2ey sin (pirex) cos (p7rg - yp0/2) 
H(£, //> 0) - ifoo + Z, : ~5 r ZJ -4 / ' "-

(n*)2 _ , (p7r)2Vl + (V*/2PTT)2 

+ 1 1 
4 sin (pnex) sin (n7rey) cos (mrp.) cos (p7r£ - yP„/2) 

(p7T) (n7r )V(p7T) 2 + (W7T)24Vl + t V * / ? T / 2 [ ( p 7 T ) 2 + ( n 7 r ) 2 ] ] 2 
(17) 

where 

Boo = Cst, yp0 = a tan (V*l2p-n), 

y„„ = a tan (V*p7r/2((p7r)2 + («TT) 2 ) ) . (18) 

The expression of the thermal constriction resistance is defined 
by 

%, = 
Bn 

ALke2 (19) 

The dimensionless average temperature of the contact area uc 

is obtained by integrating Eq. (17) on the segment £ 6 [-ex, 
+ex] and | j 6 [0, e,], Then, we deduce the expression of the 
constriction parameter as follows: 

respectively. The constriction in the y direction is independent 
of the velocity. The effect of the asperity geometry (e,/ey), for 
a constant value of e = 0.1, on the thermal constriction resis­
tance for variable V * is shown in Fig. 4. In a nonmoving con­
tact, the thermal constriction resistance is smaller in the case 
of elongated asperities (ex/ey >, or, <§ 1) than in the cases of 
the square or circular shaped asperities. 

In the sliding contact case, elongated asperities normal to the 
direction of displacement offer the lower thermal constriction 
resistance. This result has to be taken into account when ma­
chining solids for friction purposes. Negus et al. (1989) pro­
posed the following correlation to calculate the constriction 
parameter (i/^) in statical contact for square shaped heat flux 
tubes and asperities: 

iK = 0.4732 - 0.62075e + 0.1198c3 (21) 

, y £ , sin2 (JOTC) / 1 1 y ex sin2 (nirey) 
H'c .„, V2ee,(p7r)3 VVl + (V*/2p7r)2 1 + (V*/2PTT)2 L „=I eey(niry 

v2 sin2 (pirex) sin2 {mrey) 
+ „-i „-, e3(/^)2(n7r)2V(p7r)2 + (nn)2 

x Vl + [V*pn/2[(pn)2 + (mr)2]]2 + 1 + [V*pn/2[(PTr)2 + (MTT)2]]2 
(20) 
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Fig. 4 Geometry of the asperity effect on the thermal constriction pa­
rameter (e = 0.1) 
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Fig. 6 Comparison of the ratio i/'c/'/'c {V* = 0) evolution between the 
present model and the experiments (Vuilierme et al., 1979) 

This equation shows that for e s 0.01 (Ar/A, < 0.0001) there 
is o interaction between asperities. For such small values of e, 
a great number of terms are necessary to assure the convergence 
of the series in Eq. (20). In this particular case, it is preferable 
to use the expression given by Laraqi (1996), 

ij)c = -T= {al 
in Jo l{a_ 

1 + v*a 

l{i 

1 — v*a 

l{~a 
- 2F 

*{a 
da (22) 

where 

Jo 
F[X) = erf(tf)d?9, v* = Vila (23) 

or the correlation, 

, 0-4732(1 -e~c)„ , nKnnn„ 
\\ic = (1 + 0.6777(1 - e ) 

0.7257(1 - e" ')2) (24) 

where 

= 0.629Vu*. (25) 

Fig. 5 Experimental set-up (Vuilierme et al., 1979) 

The proposed model is compared to experimental results ob­
tained by Vuilierme et al. (1979) using the experimental set­
up shown in Fig. 5. It consists of two hollow cylinders. The 
rotating cylinder is in brass, and its surface has band-shaped 
macroasperities uniformly distributed in the azimuthal direction. 
The stationary cylinder is in steel, and its frictional surface is 
flat. The inner and outer diameters of the cylinders are 60 mm 
and 80 mm, respectively. In Fig. 6, the ratio ipjil/c (V* = 0) 
obtained experimentally for ex = 0.2 and ey = 1 are compared 
to the values obtained from Eq. (20). The results are correctly 
represented by the proposed model. 

5 Conclusions 

An analytical model giving the constriction parameter as a 
function of the relative contact size e and the dimensionless 
slide velocity V* has been developed. The results show that 
the constriction parameter decreases when the values of these 
two parameters increase. This is in agreement with the experi­
mental results given in the pertinent literature. Furthermore, it 
is shown that the thermal constriction resistance in a sliding 
contact is the smallest when the moving surface has elongated 
asperities normal to the direction of displacement. 
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Nomenclature 
A, B = constants, Eqs. (3) and (4) 

/ = values of integrals, Eqs. (8) and (10) 
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k = = thermal conductivity 
<7 = = heat flux 

<?o = = heat flux at infinity 
% = = constriction resistance 
T = = temperature 

7 " = = temperature disturbance 

r» = = uniform flux temperature solution 
AT = = average interface temperature jump Eqs. (7) 

and (9) 
t = = half gap thickness (^ + i hVX Fig. 1 

w = = gap half width, Fig. 1 
(x, z) = = rectangular coordinates 

Greek Symbols 

8 = inter-gap spacing, Fig. 1 
rj = bipolar coordinate 

Kg = gap area fraction 
tp = nondimensional resistance 
£ = bipolar coordinate 

Subscripts 
1, 2, 3 = medium 1, 2, 3 

12, 23, 13 = media-interfaces 

Superscripts 

(a) = definition (a) for AT 
(b) = definition (b) for AT 

1 Introduction 

The thermal constriction resistance between two solids in 
contact is defined as the ratio of average temperature jump 
across the interface, AT, to an appropriate heat flux which is 
the far-field flux or the average flux per unit apparent contact 
area. In the steady state, both the values are the same. While 
the evaluation of heat flux has been quite consistent in the 
literature, in the case of AT, there is some variation. Broadly 
speaking, there have been two methodologies used for evaluat­
ing this jump: (a) the difference between the average surface 
temperatures of the contacting interfaces; and (b) difference 
between the projection of the far field temperatures in the two 
solids onto the interface. 

For cases when the gaps between the contact areas are as-
sumed to be adiabatic and flat (i.e., of zero thickness), AT is 
generally computed as per definition (a) , and for such cases it 
is consistent with definition (b). The former definition has been 
used for both single-contact or "cell" models and multi-contact 
models in the literature. For the cases of non-zero thickness 
gaps between the contact areas, in general, definition (b) has 
been used to evaluate AT. The exception to this are the gas-
gap models employing statistical theories to evaluate the gap-
conductance. Fenech & Rohsenow (1963) were the first to study 
the gaps of finite thickness, and use definition (b) in their "cell" 
model. Later, Veziroglu & Chandra (1968) and Dundurs & 
Panek (1976) used this temperature jump as seen from the far 
field. While it is relatively simple to evaluate the temperature 
jump AT for "cell" models and for multiple-gap models of 
zero-thickness gaps, it is not so straightforward for models with 
"multiple" gaps of "non-zero" thickness, especially in certain 
curvilinear coordinate systems such as bipolar. A discussion of 
such cases is the subject of this paper. 

2 Temperature Solution for Two Solids in Contact 
with Non-zero Thickness Gaps 

A model has been developed for two solids in contact with 
non-zero thickness gaps occupied by an interstitial fluid of 
finite conductivity (Das and Sadhal, 1991, 1992). The model 
consists of an array of two-dimensional gaps of width 2w and 
half-thickness t at regular intervals 6 at the interface of two 
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k = = thermal conductivity 
<7 = = heat flux 

<?o = = heat flux at infinity 
% = = constriction resistance 
T = = temperature 

7 " = = temperature disturbance 

r» = = uniform flux temperature solution 
AT = = average interface temperature jump Eqs. (7) 

and (9) 
t = = half gap thickness (^ + i hVX Fig. 1 

w = = gap half width, Fig. 1 
(x, z) = = rectangular coordinates 

Greek Symbols 

8 = inter-gap spacing, Fig. 1 
rj = bipolar coordinate 

Kg = gap area fraction 
tp = nondimensional resistance 
£ = bipolar coordinate 

Subscripts 
1, 2, 3 = medium 1, 2, 3 

12, 23, 13 = media-interfaces 

Superscripts 

(a) = definition (a) for AT 
(b) = definition (b) for AT 

1 Introduction 

The thermal constriction resistance between two solids in 
contact is defined as the ratio of average temperature jump 
across the interface, AT, to an appropriate heat flux which is 
the far-field flux or the average flux per unit apparent contact 
area. In the steady state, both the values are the same. While 
the evaluation of heat flux has been quite consistent in the 
literature, in the case of AT, there is some variation. Broadly 
speaking, there have been two methodologies used for evaluat­
ing this jump: (a) the difference between the average surface 
temperatures of the contacting interfaces; and (b) difference 
between the projection of the far field temperatures in the two 
solids onto the interface. 

For cases when the gaps between the contact areas are as-
sumed to be adiabatic and flat (i.e., of zero thickness), AT is 
generally computed as per definition (a) , and for such cases it 
is consistent with definition (b). The former definition has been 
used for both single-contact or "cell" models and multi-contact 
models in the literature. For the cases of non-zero thickness 
gaps between the contact areas, in general, definition (b) has 
been used to evaluate AT. The exception to this are the gas-
gap models employing statistical theories to evaluate the gap-
conductance. Fenech & Rohsenow (1963) were the first to study 
the gaps of finite thickness, and use definition (b) in their "cell" 
model. Later, Veziroglu & Chandra (1968) and Dundurs & 
Panek (1976) used this temperature jump as seen from the far 
field. While it is relatively simple to evaluate the temperature 
jump AT for "cell" models and for multiple-gap models of 
zero-thickness gaps, it is not so straightforward for models with 
"multiple" gaps of "non-zero" thickness, especially in certain 
curvilinear coordinate systems such as bipolar. A discussion of 
such cases is the subject of this paper. 

2 Temperature Solution for Two Solids in Contact 
with Non-zero Thickness Gaps 

A model has been developed for two solids in contact with 
non-zero thickness gaps occupied by an interstitial fluid of 
finite conductivity (Das and Sadhal, 1991, 1992). The model 
consists of an array of two-dimensional gaps of width 2w and 
half-thickness t at regular intervals 6 at the interface of two 
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solids of conductivity, kx and k2 (Fig. 1). The gap is occupied 
by a fluid of conductivity &3 and flanked by contacting 
"strips". A constant heat flux q0 is imposed far away from 
the interface. In all of these analyses, the gaps are assumed 
to be circular in profile, while the contact strips are flat. In 
the present development, full interfacial coupling between the 
gaps and the solids is implemented. The problem is solved in 
bipolar coordinates (£, 77) which are related to the rectangular 
coordinates (x, z) as 

w sinh £ 

cosh £ + cos 77 z = 
w sin 77 

cosh £ + cos 77 
(1) 

for -7r =s 77 & it and -°° < f < °°, with metric coefficients 
h^ = hn = w/(cosh £ + cos 77). 

For the case of sparsely distributed gaps at the interface when 
the interaction between the gaps can be neglected, the problem 
has been simplified to a single gap at the surface of contact of 
two semi-infinite conducting solids, the rest of the surface being 
in perfect contact. For this case, the temperatures in the two 
solids are given as (Das and Sadhal, 1991, 1992), 

77 + T[ = - ^ z + T[ and 

T2 = n + T', = 

(2) 

z + n. 

where 7"j° and T2 are the solution for uniform flux problem, and 

T\d,v) gow r r 
kx Jo L 

A,(X) 

+ B,(X) 

sinh \(ir — 77) 

sinh X.(7r — 7713) 

sinh \(r) - 7?l3) 

sinh X(7T - 7713) 
cos \£d\ (3) 

and, 

n«, v) k2 [[ A 2 ( \ ) 
sinh \(ir + 77) 

sinh \(7r +• Vn) 

sinh X.(T723 - v ) ~ + -Bx(\) 
k\ sinh \(7r + 7723) 

cos \(d\ (4) 

are temperature "disturbances" introduced due to the presence 
of the gaps. The expressions for the constants A , ( \ ) , A2(\), 
and Bi(\) are given in Das and Sadhal (1991). 

3 Evaluation of Thermal Constriction Resistance 
The thermal constriction resistance is defined as % -

Ar/go, where AT is the average temperature jump across the 

Fig. 1 An array of two-dimensional gaps and contacts at the interface 
of two semi-Infinite solids in contact 

interface and q0 is the far field heat flux. As discussed earlier, 
AT is the temperature jump across the interface as seen from 
the far field (definition (b)) . For noninteracting multiple gaps, 
the far field due to a single gap does not provide much informa­
tion towards the evaluation of a meaningful AT. In that case, 
the only definition that can be used is definition (a) . However, 
as will be shown later, this definition is meaningless and has 
no physical significance. One must, for such cases, consider the 
cumulative effect due to the array of gaps at far field to get any 

meaningful temperature jump. 
According to definition (b ) , temperature jump AT is 

the difference between the average far field temperatures in 
the two solids when projected onto the interface. The uni­
form flux terms T" and T2, in the temperature solution in 
the two solids (Eq. 2 ) , are linear in z and hence vanish 
when averaged over x at far field and projected back to 
the interface z = 0. It is, therefore, only the temperature 
disturbance terms T [ and T2 which contribute to the temper­
ature jump. 

The individual effects of the temperature disturbances T[ 
and T'2 vanish away from the interface ((x2 + z2) -* °° or £ -» 
0 and 77 -» ±7r simultaneously) when considered completely 
noninteracting with other gaps in the array. However, the cumu­
lative effect of such disturbances arising out of each gap in an 
array (even though sparsely distributed) will still be noticeable 
even far away from the interface. At the far field, this cumulative 
effect manifests itself in an average temperature jump across 
the interface (Fig. 2). 

In order to compute AT, we therefore need to evaluate the 
sum of the effects, far away from the interface, of the tempera­
ture disturbance T' due to each of the gaps in the array, and 
project it back to the interface. However, the far-field linear 
temperature distribution given by Eq. (2) has been removed in 
Eqs. (3) and (4). Hence, the values of T[ and T2 averaged 
over any z should be constants, independent of z. We could as 
well take these averages at z = Za ^ ±°° for convenience. The 
cumulative effect of (2N + 1) gaps over the region — / =s x •& 
I, with / -* 00, amounts to 

i f N 

AT„ = lim — lim X T'2{x + n6, Zo)dx 

1 C N 

- l i m — lim X T[(x + nS, Zo)dx, (5) 
;-~> 2 / J~i Zo-oo n=_N 

where 21 = (2N + 1)6. Since the contribution from each of 
the gaps is identical, by switching the order of integration and 
summation, and properly taking the limit with / -> °° (and conse­
quently iV -» °°), we obtain 

Ar„ 
1 f00 

= 7 lim T'2\z^dx 
0 Z Q - . - O O J -00 

1 
lim r TW 

J-w 
l=lBdx, (6) 

where 1/6 represents the gap number density. 
To evaluate the integrals in Eq. (6) we must first express the 

temperatures in terms of x and z, fix z = zo, integrate with 
respect to x, and then take the limit as z0 ~* ±°°- Since the 
transformation from the rectangular to the bipolar coordinates 
is highly complicated (Eq. 1), such a simplification of the ex­
pression for the temperatures (Eqs. 3, 4) is prohibitive. How­
ever, we can utilize the mathematical simplification that the 
above procedure of averaging and then projecting back to the 
interface z = 0, is identical to first projecting the temperature 
field onto the interface z = 0 and then performing the averaging 
process. A proof of the same appears in Das and Sadhal (1995) 
along with an example to illustrate the point. Mathematically, 
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AT(b) J T'2\z=0dx-j T\\z=Qdx 

T2\z=0dx - T[ \z=0dx 
J -Xn J -Xr. 

(7) 

The superscript (b) refers to the definition (b). The nondimen-
sional resistance is then obtained as 

,(/» k[k2 % n 1 
k, + k2 8 1 + k2lh 

jU» _ Z* /(*) (8) 

where Kg = 2w/6 is the gap area fraction. The details of the 
expression for I\b) and I2

b) are given in Das and Sadhal (1995). 
If we use definition (a) for computing the temperature jump 

(Das & Sadhal, 1991; 1992), then integration of the surface 
temperature over one "period" <5 gives 

AT •(a) KJ: cosh £ + cos r; 
d£ 

L cosh £ + cos r] 
d£ (9) 

Once again, the superscript (a) refers to the definition (a) . The 
nondimensional resistance is 

kik2 % 

k, + ki 6 2 " s 1. + k2lh 
(10) 

with details of the expression given in Das and Sadhal (1995). 

4 Results and Discussion 
The nondimensional contact resistance \p is numerically eval­

uated and plotted in Fig. 3 for the two definitions (a) and (b) 
of ip given by Eqs. (10) and (8), respectively. The resistance 
has been computed for values of the ratio of interstitial fluid to 
solid conductivity up to 1.5. The values greater than unity have 
been included in order to emphasize the importance of the defi­
nition. It is expected that if the gaps are occupied by a fluid of 
conductivity, &3, greater than that of the solids (k, = k2, as­
sumed), the constriction resistance would be negative. This 
important feature is not manifested by simple addition of gap 
and constriction conductances. Also, the resistance is zero when 
k->, equals k\ = k2. From the plots in Fig. 3, it can be seen that 
the resistance obtained by definition (b), ip(h\ indeed shows 
this behavior for the entire range of gap thicknesses. However, 
the resistance obtained with definition (a) , tp<0), does not. Thus, 
it is seen that definition (b) is a better representation of the 
physical phenomenon than definition (a) . 

The values of tp<<!) are observed to be always positive. This 
behavior for ip(<1) is a direct manifestation of the fact that for 

Region 1 

t t t i K i r 
Fig. 2 Far field temperature and flux for two rough surfaces in contact 

any value of k3, the temperature difference between the gap 
surfaces will always be positive; this results in a positive 
AT, and hence, positive tp <°) over the entire range of k3 and t. 
For ki/kt < 1, tji<-h) is observed to be lower than ipM for the 
entire range of gap thickness, except at very small values where 
the resistance itself is small, and the two values almost overlap. 
This behavior could be attributed to the fact that ip(0) is essen­
tially the "gap resistance" rather than the "overall constriction 
resistance" (tpib)) of the interface, and hence, would be higher. 
Song et al. (1992) also reported that the measured joint conduc­
tance (or "overall contact conductance") is the sum of contact 
and gap conductances, which qualitatively conforms to the pres­
ent analysis. However, there are no published data for the case 
of k-slk\ > 1 which gives negative resistance. Based on these 
discussions, it is recommended that definition (b) should be 
used as it is more appropriate and physically consistent with 
gap conductivity values relative to the surrounding solids. 

Here however, it must be noted that the definition of an 
"interface" is not very straightforward in many real situations, 
and that the temperature jump depends on the location of the 
"interface" CL as shown in Fig. 2. In general, z = 0 is chosen 
as the "reference" or "nominal" plane to define the "inter­
face' ' for the purpose of projecting the far field onto this inter­
face. While this plane is, in many cases, the nominal plane of 
contact, especially for symmetric gaps flanked by flat strips 
(Fig. 1), asymmetric roughness of the actual surfaces of the 
solid may not render z = 0 as the "nominal" interface (Fig. 
2). In that case, care must be taken to project the temperature 
fields onto an "appropriate" plane of nominal contact for com­
puting the temperature jump. 

5 Conclusions 
Thermal constriction resistance has been obtained for an array 

of finite thickness gaps based on two prevalent definitions in 
the literature: (a) the difference between the average surface 
temperatures of the contacting interfaces; and (b) the difference 
between the projection of the far field temperatures in the two 
solids onto the interface. In definition (b), it is realized that 
AT arises solely due to the presence of the array of gaps, and 
hence the average temperature jump is the difference in the 
cumulative temperatures at infinity in the two solids. However, 
it is difficult to evaluate the far field temperature due to the 
complexity of the expression for the temperature in curvilinear 
coordinates. It is, therefore, proposed that the cumulative effect 
be computed by integrating the projection of the temperatures 
in regions 1 and 2, Tx{£,, 77) and T2(£, rj), into the gap at the 
z = 0 plane. This is a meaningful result even though Tt(t;, rj) 
and r2(£, 77) represent temperatures outside the gap. 

\ 1 I 1 1 1 
N _ _Defini t ion (a) : Avg. Surf. T e m p . 

N 
rtpfiiiit.ion (V»V Fflv Field Temp 

\ x/w = L0 " " - - ^ 
~"~~- i O __ 

"- — — 
\ >^).5 "^N^ 

- V ^ s . ^ \J~~"~ — -fl£ 

V ^ J P ^ ^ ^ ; V ^ J P ^ ^ ^ ; 
\N).oi ^ \ ^ ~ — 

Ni.ooi 
1 1 1 1 1 

0.25 0.50 0.75 1.00 1.25 1.50 

*s/*i = W*2 

Fig. 3 Comparison of dimensionless resistance as a function of gap-
to-solid conductivity ratio for the two definitions (a) and (b) 
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The results show that resistance obtained by definition (b) 
is zero for cases when the gap conductivity equals the solid 
conductivities which are also assumed to be equal, and that it 
is negative for gap conductivities greater than that of the solids. 
The zero and negative resistance values are important features 
of the result and represent the actual physical phenomenon. It 
is also observed that the resistance obtained with definition (a) 
is positive for all gap conductivities. This is a consequence of 
the fact that the temperature difference between the gap surfaces 
will always be positive for any value of gap conductivity. It is, 
therefore, recommended that one must use definition (b) for 
computation of constriction resistance in such cases. 
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Derivation of Rayleigh Number for 
Nonpenetrative Thermal Convection 

A. K. Prasad1 

Nomenclature 
Cp = specific heat 
g = acceleration due to gravity 
k = thermal conductivity 

Nu = Nusselt number 
Pr = Prandtl number 
Q = heat flux (W/m2) 

Q0 = kinematic heat flux = Q/pCp(K-m/s) 
Ra = Rayleigh number 

AT = temperature scale 
z# = depth of fluid layer 

Greek Symbols 

P = thermal expansion coefficient 
a = thermal diffusivity 
\T — thickness of conduction layer 
v = kinematic viscosity 
p = density 
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Subscripts 
b = lower boundary (bottom) of fluid layer 
t = upper boundary (top) of fluid layer 

m = mixed layer 
NP = nonpenetrative 
RB = Rayleigh-Benard 

I Introduction 

A common laboratory model used to simulate thermally in­
duced motions in the atmosphere consists of a shallow layer of 
fluid heated from below and capped from above by a stable 
stratified layer (for an example, see Deardorff et al., 1969). 
The stable layer represents the inversion that caps the turbulent 
motions in the atmosphere. Over the course of the experiment, 
heating at the lower boundary drives the turbulent motions, in 
the form of plumes and thermals, to rise through the depth of 
the mixed or convecting layer and impact the base of the stable 
layer, gradually eroding it away. This model mimics the gradual 
erosion of the inversion layer in the atmosphere over the course 
of the day, due to the action of buoyancy-driven motions arising 
from solar heating at the earth's surface. This form of convec­
tion is called "penetrative convection," alluding to the penetra­
tion of turbulent structures from the mixed layer into the stable 
inversion layer. 

An idealization of the penetrative configuration described 
above is obtained by replacing the stable inversion layer with 
a rigid insulating boundary, a situation called nonpenetrative 
convection. Nonpenetrative convection also occurs in lakes or 
oceans where the surface layer is evaporatively cooled, and the 
bottom of the fluid layer forms the rigid insulating boundary. 

There obviously exists a vast difference in length scale be­
tween the atmosphere/ocean and the laboratory experiment. 
Furthermore, laboratory experiments do not usually consider 
radiative transfers, or the phase change of water associated with 
moist convection. In spite of these simplifications, laboratory 
models continue to provide valuable insight into turbulent 
mechanisms in the atmosphere and the ocean, e.g., turbulence 
measurements in nonpenetrative convection by Adrian et al. 
(1986) and Prasad and Gonuguntla (1996). 

In this paper, the chosen nonpenetrative configuration per­
tains to a horizontal fluid layer heated from below and insulated 
from above (see Fig. 1). The energy supplied to the fluid at 
the lower boundary is absorbed by the fluid, resulting in a 
gradual increase in the bulk temperature of the fluid over time. 
In contrast, the fluid in Rayleigh-Benard convection maintains 
a steady bulk temperature owing to the removal of heat at the 
upper boundary at the same rate as the heat influx at the lower 
boundary. However, it is important to note that because all 
of the fluid in the nonpenetrative case experiences the same 
(constant) time rate-of-change of temperature, the mean tem­
perature at any location in the fluid T(z, t) may be decomposed 
as 

T(z,t) = T'(z) + — t 

where T' is purely a function of z, Q„ is the kinematic heat 
flux at the lower boundary (=Q/pCP), and z# is the height of 
the fluid layer. Consequently, the temperature T is a steady-
state quantity (in a Reynolds-averaged sense) and the tempera­
ture difference between any two vertically separated points, 
such as the temperature in the mixed layer Tm and the tempera­
ture of the bottom boundary Th, is constant over the duration 
of the experiment. 

II Problem Definition 

Unlike Rayleigh-Benard convection, there does not exist a 
prescribed temperature scale for nonpenetrative convection 
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The results show that resistance obtained by definition (b) 
is zero for cases when the gap conductivity equals the solid 
conductivities which are also assumed to be equal, and that it 
is negative for gap conductivities greater than that of the solids. 
The zero and negative resistance values are important features 
of the result and represent the actual physical phenomenon. It 
is also observed that the resistance obtained with definition (a) 
is positive for all gap conductivities. This is a consequence of 
the fact that the temperature difference between the gap surfaces 
will always be positive for any value of gap conductivity. It is, 
therefore, recommended that one must use definition (b) for 
computation of constriction resistance in such cases. 
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Derivation of Rayleigh Number for 
Nonpenetrative Thermal Convection 
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Nomenclature 
Cp = specific heat 
g = acceleration due to gravity 
k = thermal conductivity 

Nu = Nusselt number 
Pr = Prandtl number 
Q = heat flux (W/m2) 

Q0 = kinematic heat flux = Q/pCp(K-m/s) 
Ra = Rayleigh number 

AT = temperature scale 
z# = depth of fluid layer 

Greek Symbols 

P = thermal expansion coefficient 
a = thermal diffusivity 
\T — thickness of conduction layer 
v = kinematic viscosity 
p = density 
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Subscripts 
b = lower boundary (bottom) of fluid layer 
t = upper boundary (top) of fluid layer 

m = mixed layer 
NP = nonpenetrative 
RB = Rayleigh-Benard 

I Introduction 

A common laboratory model used to simulate thermally in­
duced motions in the atmosphere consists of a shallow layer of 
fluid heated from below and capped from above by a stable 
stratified layer (for an example, see Deardorff et al., 1969). 
The stable layer represents the inversion that caps the turbulent 
motions in the atmosphere. Over the course of the experiment, 
heating at the lower boundary drives the turbulent motions, in 
the form of plumes and thermals, to rise through the depth of 
the mixed or convecting layer and impact the base of the stable 
layer, gradually eroding it away. This model mimics the gradual 
erosion of the inversion layer in the atmosphere over the course 
of the day, due to the action of buoyancy-driven motions arising 
from solar heating at the earth's surface. This form of convec­
tion is called "penetrative convection," alluding to the penetra­
tion of turbulent structures from the mixed layer into the stable 
inversion layer. 

An idealization of the penetrative configuration described 
above is obtained by replacing the stable inversion layer with 
a rigid insulating boundary, a situation called nonpenetrative 
convection. Nonpenetrative convection also occurs in lakes or 
oceans where the surface layer is evaporatively cooled, and the 
bottom of the fluid layer forms the rigid insulating boundary. 

There obviously exists a vast difference in length scale be­
tween the atmosphere/ocean and the laboratory experiment. 
Furthermore, laboratory experiments do not usually consider 
radiative transfers, or the phase change of water associated with 
moist convection. In spite of these simplifications, laboratory 
models continue to provide valuable insight into turbulent 
mechanisms in the atmosphere and the ocean, e.g., turbulence 
measurements in nonpenetrative convection by Adrian et al. 
(1986) and Prasad and Gonuguntla (1996). 

In this paper, the chosen nonpenetrative configuration per­
tains to a horizontal fluid layer heated from below and insulated 
from above (see Fig. 1). The energy supplied to the fluid at 
the lower boundary is absorbed by the fluid, resulting in a 
gradual increase in the bulk temperature of the fluid over time. 
In contrast, the fluid in Rayleigh-Benard convection maintains 
a steady bulk temperature owing to the removal of heat at the 
upper boundary at the same rate as the heat influx at the lower 
boundary. However, it is important to note that because all 
of the fluid in the nonpenetrative case experiences the same 
(constant) time rate-of-change of temperature, the mean tem­
perature at any location in the fluid T(z, t) may be decomposed 
as 

T(z,t) = T'(z) + — t 

where T' is purely a function of z, Q„ is the kinematic heat 
flux at the lower boundary (=Q/pCP), and z# is the height of 
the fluid layer. Consequently, the temperature T is a steady-
state quantity (in a Reynolds-averaged sense) and the tempera­
ture difference between any two vertically separated points, 
such as the temperature in the mixed layer Tm and the tempera­
ture of the bottom boundary Th, is constant over the duration 
of the experiment. 

II Problem Definition 

Unlike Rayleigh-Benard convection, there does not exist a 
prescribed temperature scale for nonpenetrative convection 
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Rayleigh-Benard Non-Penetrative 

Fig. 1 Rayleigh-Benard versus nonpenetrative thermal convection (adapted from Adrian et al., 1986) 

since in the latter it is the heat flux at the lower boundary that 
is specified. Consequently, it is not possible to calculate directly 
the Rayleigh number for nonpenetrative convection according 
to the usual definition, 

Ra = 
gf3ATz% 

(1) 

where g is the acceleration due to gravity, /3 is the thermal 
expansion coefficient, AT is the temperature scale, z# is the 
height of the fluid layer, v is the kinematic viscosity, and a is 
the thermal diffusivity. In the case of Rayleigh-Benard convec­
tion, AT = Tb — T,, i.e., the prescribed temperature difference 
between the bottom and top boundaries, respectively. 

In order to circumvent the lack of a prescribed temperature 
scale in nonpenetrative convection, an alternative definition us­
ing the heat flux at the lower boundary, Q, could be proposed 
as follows: 

, _ gp{Qlk)z% 
Ra' = 

va 

where k is the thermal conductivity. However, the above defini­
tion could be rearranged as the product of two terms: 

Ra' 
gP&Tzj Qz* 

kAT 

where the first term is the conventional definition of the Ray­
leigh number as expressed by Eq. 1, and the second term, Qz*l 
kAT is the Nusselt number. And, since the Nusselt number is 
significantly larger than unity for turbulent convection, Ra' 
greatly exceeds Ra even when the two situations are dynami­
cally similar. It should be noted that while the heat flux in 
Rayleigh-Benard convection is a constant independent of height 
z, the same is not true for nonpenetrative convection in which 
the heat flux decreases linearly from a maximum, at the lower 
boundary, to zero, at the upper boundary. It might, therefore, 
be more appropriate to use the average value of Q/2 instead 
of Q in the expression for Ra' for nonpenetrative convection. 
However, since Nu can take on values that are in the tens or 
even hundreds in laboratory experiments, the factor of two will 
not resolve the stated problem. 

How, then, does one obtain an equivalent Rayleigh number 
for nonpenetrative convection which will convey the same in­
formation as in the case of Rayleigh-Benard convection? It 
is obvious that the missing piece of information is a suitable 
temperature scale, viz., the difference in the temperature be­
tween the lower boundary Tb and the mixed layer Tm. The 

following analysis provides a method to derive Tb - Tm and the 
Rayleigh number. 

HI Rayleigh Number Derivation 

We begin by examining correlations for the Nusselt number 
obtained from previous studies of Rayleigh-Benard convection. 
Goldstein et al. (1990) list a summary of such correlations. A 
significant fraction of these studies report correlations of the 
form: Nu ~ Ra1/3, while other studies report exponents slightly 
smaller than one-third. Goldstein et al.'s (1990) study of high 
Rayleigh number convection also yielded an exponent of one-
third. Of all the studies summarized in Goldstein et al. (1990), 
the work of Globe and Dropkin (1959) is perhaps the most 
comprehensive in terms of the range of Prandtl and Rayleigh 
numbers. They give 

Nu = 0.069 Pr0074 Ra1 (2) 

which is valid for 0.02 < Pr < 8750 and 1.51 X 105 < Ra 
< 6.76 X 108. The one-third exponent on the Rayleigh 
number in Eq. 2 agrees with the classical argument given 
by Thomas and Townsend (1957) that when the convection 
is highly turbulent, the heat-flux at the boundary is indepen­
dent of the height of the fluid layer. In this case, the mixed 
layer has a constant temperature Tm, whereas all of the tem­
perature drop occurs adjacent to the boundaries, as shown 
in Fig. 1. 

Consider now a situation wherein the upper boundary condi­
tion in Rayleigh-Benard convection is changed from one of 
constant temperature to one of zero heat-flux and everything 
else remains unchanged (such as the fluid properties, the height 
of the fluid layer, and the heat flux at the lower boundary) in 
order to obtain nonpenetrative convection. What are the corre­
sponding Nusselt and the Rayleigh numbers? 

Again, assuming that the convection is highly turbulent, the 
upper boundary condition does not significantly influence the 
lower boundary so it is reasonable to assume that the thickness 
of the conduction layer, \T, is identical in both cases since the 
heat flux is chosen to be identical. Therefore, the temperature 
drop across the conduction layer must also be identical in both 
cases. Of course, there exists an equal temperature drop across 
the conduction layer adjacent to the upper boundary in 
the Rayleigh-Benard case, whereas the nonpenetrative case 
does not experience this additional drop, giving Tb - T, = 2(Tb 

- Tm). 

Journal of Heat Transfer FEBRUARY 1997, Vol. 1 1 9 / 1 8 1 

Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Using the subscripts RB for Rayleigh-Benard and NP for 
nonpenetrative, we can write (see Fig. 1) 

NuRB = 
dT/dzl (Th T,)/2/\r_ z* 

2\T' (T„ - T,)lz* (Tb - T,)/z* 

Similarly, we obtain for the nonpenetrative case 

_ dT/dz\z=o _ (Jb ~ Tm)l\T _ z* 
JNUNP — — — 

(Tb - TJ/z* (Th - Tm)lz* \T 

Since \T is identical for both cases as explained earlier, 

NuNP = 2 NuRB. 

For the Rayleigh number 
gP(Tb - T,)z\ 

and 

RaNP = 

Therefore, 

RaR 

gP(Tb - Tm)z% _ gP(Tb 

va 
T,)z% 

Iva 

RaN RaRB/2 (4) 

for the same heat flux at the lower boundary. Temporarily ab­
sorbing the Prandtl number dependence in Eq. 2 into the con­
stant, we have 

Similarly, 

NURB = CraRaJg. 

JNU>jp — CNpKaNP -

Taking the ratio of the above two expressions, and using the 
results from Eq. 3 and 4, we get 

Np — Z. L R B . 

Substituting Eq. 5 into Eq. 2, we have 

(5) 

which may be rewritten as 

Q = 0.174 Pr0074£ gP (Tb - Tmf (6) 

IV Comparison With Previous Experiments 

Deardorff et al. (1969) present a version of Eq. 6 which 
ignores the Pr dependence. They use 

2 = Ck 
gP (n - rmy (7) 

and state that C is a universal constant. By substituting Pr = 
5.5 in Eq. 6 (midway in the range 4 s Pr == 7 used by Deardorff 
et al. in their penetrative convection experiment in a water 
tank), the present analysis yields C = 0.197. Deardorff et al. 
(1969) quote values for C between 0.18 and 0.21, in good 
agreement with our analysis. 

Adrian et al. (1986), using the same expression (Eq. 7) 
as Deardorff et al. (1969), find C = 3.49~w = 0.189 for 
nonpenetrative convection in water with 4.5 < Pr < 6, which 
is also in good agreement with our analysis. 

Thomas and Townsend (1957) conducted temperature mea­
surements in turbulent convection of air over a heated horizontal 
surface. They expressed their results in the form: 

log ^ = A Q 
_\pCpT/ ag_ 

1 

where T is the absolute mean temperature (in their air-experi­
ment, T = P ~'), and A is a function of the Prandtl number. 
After rearrangement, the above expression gives: 

Q 
Pg (n - Tmy 

(3) Upon comparison with Eqs. 6 and 7 it is apparent that 

= 0.174 Pra074(= C). (8) 

Using Pr = 0.71 for air in the range of temperatures given by 
Thomas and Townsend (1957), our analysis predicts A = 3.47; 
a value consistent with the results of Thomas and Townsend 
(1957) who give A = 3.4. Townsend (1959) describes addi­
tional temperature measurements in air over a heated horizontal 
surface and finds A = 3.14, which matches less satisfactorily 
with our results. Finally, Townsend (1964) provides an expres­
sion identical to Eq. 7 with C = 0.193 for "fluids with linear 
expansion." This value of C is ostensibly based on Townsend's 
(1959) measurements in air over a heated horizontal surface 
and is obtained by evaluating the left-hand-side of Eq. 8 with 
A = 3.14 and Pr = 0.71, whereas our analysis (right-hand-side 
ofEq. 8) gives C = 0.170. 

The value of 0.193 given by Townsend (1964), we believe, 
is obtained from earlier measurements in air, not water. Confu­
sion has been created owing to the fact that Townsend (1964) 
states this value of C in a paper describing experiments using 
water without correcting for the ten-fold difference in Prandtl 
number. Subsequent researchers have also applied this value to 
experiments in water without correcting for the different Prandtl 
number. The present derivation removes this confusion by in­
cluding the Prandtl number, thus increasing the applicability of 
the result. 

Equation 6 can be solved to obtain (Tb - Tm), the desired 
temperature scale for nonpenetrative convection. Using this re­
sult, the Rayleigh number can be cast in terms of the heat-flux 
<2, which is the prescribed quantity for nonpenetrative convec­
tion where 

RaNP = 3.71 gPzj Qz* 
va k 

Pr" (9) 

Equation 9 is the desired expression for the Rayleigh number 
which can now be determined directly by knowing the heat-
flux Q, and is, therefore, suitable for nonpenetrative convection. 
Equation 9 accurately conveys the dynamic state of nonpenetra­
tive convection in the same sense that Eq. 2 does for Rayleigh-
Benard convection. 

V Conclusions 

A derivation is presented for the Rayleigh number in nonpen­
etrative thermal convection. The derivation assumes that the 
flow is driven strongly enough by buoyancy to be in the turbu­
lent regime and incorporates the classical position that the heat 
flux at the boundary is independent of the layer height (Nu ~ 
Ra1 /3). The analysis first presents a method to derive the tem­
perature difference between the lower boundary and mixed 
layer. The result is shown to agree well with previous experi­
ments. The temperature difference is then used to obtain an 
expression for the Rayleigh number. 
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Similarity Solutions of Natural 
Convection With Internal Heat 
Generation  

J. C. Crepeau1, and R. Clarksean2 

energy. In nuclear reactor cores (Smith and Hammitt, 1966) 
and in postaccident heat removal (Baker et al , 1976), natural 
convection driven by internal heat generation plays an important 
role in the overall heat transfer. Natural convection with internal 
heat generation also applies to fire and combustion modeling 
(Delichatsios, 1988), the development of a metal waste form 
from spent nuclear fuel (Westphal, 1994), and for the storage 
of spent nuclear fuel. 

Theoretical, numerical, and experimental analyses have 
been completed on natural convection with internal heat gen­
eration. Typical examples include Tritton and Zarraga 
(1967), Roberts (1967), and Jahn and Reineke (1974). In 
view of the amount of work done on natural convection with 
internal heat generation, it is worthwhile to determine if simi­
larity solutions exist for this system. Similarity solutions of 
natural convection along a vertical isothermal plate have been 
shown by Ostrach (1953). The similarity solution results are 
useful in understanding the interaction of the flow field and 
temperature field. The trends exhibited can allow the scientist 
or engineer to determine over what range of internal heat 
generation rates and Prandtl numbers the addition of internal 
heat generation needs to be considered. 

A similarity solution for a fluid with an exponentially de­
caying heat generation term and a constant temperature vertical 
plate is developed. An exponential form is used for the internal 
energy generation term. All of the numerical solutions were 
obtained through the use of Mathematica (Wolfram, 1991). 
The procedure used to solve the resultant differential equations 
was validated by obtaining the solutions for a constant tempera­
ture vertical plate without internal heat generation as shown in 
Fig. 1. 

Nomenclature 

cp = specific heat at constant pressure 
/(/?) = function defined in Eq. (5) 

f ' ( r ] ) = nondimensional velocity 
g = gravity constant 

Gr̂  = Grashof number, g/3(Ts - T„)x3,/v2 

k = thermal conductivity 
L = length 

Nu = Nusselt number 
Pr = Prandtl number 
q'" = internal heat generation per unit volume 

T = temperature 
Ts = surface temperature 

Too = ambient temperature 
u, v = velocity in the x, y direction 
x, y = Cartesian coordinates 

p = volumetric coefficient of thermal expansion 
T) = similarity variable defined in Eq. (4) 
v — kinematic viscosity 
p = density 
t// = similarity variable defined in Eq. (5) 

#(77) = nondimensional temperature, (T - Too)/(Ts - Too) 

2 Problem Derivation 

Consider a vertical plate in a semi-infinite quiescent fluid. 
The temperature of the plate is held at constant value Ts, and 
the fluid has an internal volumetric heat generation, <?'". By 
taking x to be along the plate in the vertical direction, and y 
perpendicular to the plate, the governing equations (continuity, 
momentum, and energy) for the Boussinesq approximation 
within the boundary layer are given by, 

du 

dx 

at) 

8y 

du du „ ,_ 
u— + v — = gp(T-

ox dy 

pcP\ u 
dT 

dx 

dT 

dy 

0 

d2T 
+ v— = k —-r + q 

dy2 

Similarity variables of the form (Jaluria, 1980), 

(1) 

(2) 

(3) 

(4) 

1 Introduction 
A large number of physical phenomena involve natural con­

vection driven by internal heat generation. An example includes 
convection in the earth's mantle (McKenzie, et al., 1974), but 
perhaps the most widespread application is in the field of nuclear 

ip(x, y) = 4vf(r)) 
Gr, 

(5) 

are introduced into Eqs. 1 - 3 . In order for a similarity condi­
tion to exist, the volumetric heat generation must be of the 
form 
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k(Ts - T.) /Gr, 

By inserting the similarity variables and the nondimensional 
temperature into the governing equations, the following similar­
ity equations result: 

Journal of Heat Transfer FEBRUARY 1997, Vol. 1 1 9 / 1 8 3 

Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References 
Adrian, R. J., Ferreira, R. T. D. S„ and Boberg, T„ 1986, "Turbulent Thermal 

Convection in Wide Horizontal Fluid Layers," Experiments in Fluids, Vol. 4, pp. 
121-141. 

Deardorff, J. W., Willis, G. E„ and Lilly, D. K„ 1969, "Laboratory Investiga­
tion of Non-Steady Penetrative Convection," Journal of Fluid Mechanics, Vol. 
35, pp. 7 -31 . 

Globe, S., and Dropkin, D., 1959, "Natural-Convection Heat Transfer in Liq­
uids Confined by Two Horizontal Plates and Heated From Below," ASME JOUR­
NAL OF HEAT TRANSFER, Vol, 81, pp. 24-28. 

Goldstein, R. J., Chiang, H. D., and See, D. L., 1990, "High-Rayleigh-Number 
Convection in a Horizontal Enclosure," Journal of Fluid Mechanics, Vol. 213, 
pp. 111-126. 

Prasad, A. K., and Gonuguntla, P. V., 1996, "Turbulence Measurements in 
Nonpenetrative Thermal Convection," Physics of Fluids, Vol. 8, pp. 2460-2470. 

Thomas, D. B., and Townsend, A. A„ 1957, "Turbulent Convection Over a 
Heated Horizontal Surface," Journal of Fluid Mechanics, Vol. 2, pp. 473-492. 

Townsend, A. A., 1959, "Turbulent Fluctuations Over a Heated Horizontal 
Surface," Journal of Fluid Mechanics, Vol. 5, pp. 209-241. 

Townsend, A. A., 1964, "Convection in Water Over Ice," Quarterly Journal 
of the Royal Meteorological Society, Vol. 90, pp. 248-259. 

Similarity Solutions of Natural 
Convection With Internal Heat 
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energy. In nuclear reactor cores (Smith and Hammitt, 1966) 
and in postaccident heat removal (Baker et al , 1976), natural 
convection driven by internal heat generation plays an important 
role in the overall heat transfer. Natural convection with internal 
heat generation also applies to fire and combustion modeling 
(Delichatsios, 1988), the development of a metal waste form 
from spent nuclear fuel (Westphal, 1994), and for the storage 
of spent nuclear fuel. 

Theoretical, numerical, and experimental analyses have 
been completed on natural convection with internal heat gen­
eration. Typical examples include Tritton and Zarraga 
(1967), Roberts (1967), and Jahn and Reineke (1974). In 
view of the amount of work done on natural convection with 
internal heat generation, it is worthwhile to determine if simi­
larity solutions exist for this system. Similarity solutions of 
natural convection along a vertical isothermal plate have been 
shown by Ostrach (1953). The similarity solution results are 
useful in understanding the interaction of the flow field and 
temperature field. The trends exhibited can allow the scientist 
or engineer to determine over what range of internal heat 
generation rates and Prandtl numbers the addition of internal 
heat generation needs to be considered. 

A similarity solution for a fluid with an exponentially de­
caying heat generation term and a constant temperature vertical 
plate is developed. An exponential form is used for the internal 
energy generation term. All of the numerical solutions were 
obtained through the use of Mathematica (Wolfram, 1991). 
The procedure used to solve the resultant differential equations 
was validated by obtaining the solutions for a constant tempera­
ture vertical plate without internal heat generation as shown in 
Fig. 1. 

Nomenclature 

cp = specific heat at constant pressure 
/(/?) = function defined in Eq. (5) 

f ' ( r ] ) = nondimensional velocity 
g = gravity constant 

Gr̂  = Grashof number, g/3(Ts - T„)x3,/v2 

k = thermal conductivity 
L = length 

Nu = Nusselt number 
Pr = Prandtl number 
q'" = internal heat generation per unit volume 

T = temperature 
Ts = surface temperature 

Too = ambient temperature 
u, v = velocity in the x, y direction 
x, y = Cartesian coordinates 

p = volumetric coefficient of thermal expansion 
T) = similarity variable defined in Eq. (4) 
v — kinematic viscosity 
p = density 
t// = similarity variable defined in Eq. (5) 

#(77) = nondimensional temperature, (T - Too)/(Ts - Too) 

2 Problem Derivation 

Consider a vertical plate in a semi-infinite quiescent fluid. 
The temperature of the plate is held at constant value Ts, and 
the fluid has an internal volumetric heat generation, <?'". By 
taking x to be along the plate in the vertical direction, and y 
perpendicular to the plate, the governing equations (continuity, 
momentum, and energy) for the Boussinesq approximation 
within the boundary layer are given by, 
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Similarity variables of the form (Jaluria, 1980), 
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(4) 

1 Introduction 
A large number of physical phenomena involve natural con­

vection driven by internal heat generation. An example includes 
convection in the earth's mantle (McKenzie, et al., 1974), but 
perhaps the most widespread application is in the field of nuclear 

ip(x, y) = 4vf(r)) 
Gr, 

(5) 

are introduced into Eqs. 1 - 3 . In order for a similarity condi­
tion to exist, the volumetric heat generation must be of the 
form 
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k(Ts - T.) /Gr, 

By inserting the similarity variables and the nondimensional 
temperature into the governing equations, the following similar­
ity equations result: 
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Fig. 1 Solutions of Eqs. 6 and 7 for a constant temperature plate and various Prandtl numbers. Top curves represent velocity profiles, bottom 
curves temperature profiles. Curves on the left are for fluids without internal heat generation; curves on the right are for fluids with internal heat 
generation. 

/ " ' + 3ff"-2f'2 + 0(V) = O (6) 

6" + 3 P r / 0 ' + e'" = 0 (7) 

with boundary conditions, 

/ ( 0 ) = / ' ( 0 ) = / ' ( » ) = 0 

0(0) = 1, 0(°°) = 0. 

The exponentially decaying heat generation model can be 
used in mixtures where a radioactive material is surrounded by 
inert alloys and has been used to model electromagnetic heating 
of materials (Sahin, 1992). 

3 Results and Discussion 
The solutions to Eqs. 6 and 7 over a range of Prandtl numbers 

are given in Fig. 1. The plots on the left hand side are for a 
fluid without the exponentially decaying heat generation term, 
while those on the right include e~n. The nondimensional veloc­
i t y / ' plots are on the top, and the nondimensional temperature 
6 curves are shown on the bottom. The effect of the internal 
heat generation is especially pronounced in the low Prandtl 
number profiles. 

It is interesting to note in Fig. 1 that dd/dr) | ,= 0 is zero for a 
Pr of approximately one. At this point, there is no heat transfer 
to or from the fluid. The flow develops as a result of the internal 
energy generation and is not impacted by the constant tempera­
ture vertical plate. For Pr < 1, 0max > 1, which indicates the 
importance of the thermal properties. 

The similarity velocity / ' is greater when internal energy 
generation exists. This is logical because the internal energy 
generation results in an increase in the buoyancy forces which 
will induce more flow along the plate. In Fig. 1 the location of 

the maximum velocity occurs at roughly the same value of r\ 
for Pr < 1. For Pr a 1, the location of the maximum velocity 
occurs at a larger distance from the plate, indicating the influ­
ence of the increased viscosity. 

From the figure, the average Nusselt number along a plate 
of length L can be determined (Incropera and DeWitt, 1990) 
by, 

Nu, = 
3 l 4 dr\ TJ = 0 

where the gradients are shown in Table 1. In addition to heat 
transfer applications, determination of the Nusselt number is 
important in solidification processes since convection is the 
dominant heat transfer mode by an order of magnitude over 
conduction (Yao, 1984). Not only does an enhanced Nusselt 
number cause tremendous changes in the solidification rate 
(Yao and Prusa, 1989), but it also affects the shape of the solid-
liquid interface and the alloy structure of the solid (Viskanta, 
1988). 

4 Conclusions 
Similarity solutions have been developed to analyze the effect 

of an exponential form for internal heat generation for a constant 
temperature vertical plate. A range of Pr has been examined. 
As expected, the presence of internal energy generation leads 
to increased flow, and in some cases, temperatures that exceed 
the wall temperature, especially for fluids with Pr < 1.0. The 
effect of internal heat generation is important in several applica­
tions that include reactor safety analyses, metal waste form 
development for spent nuclear fuel, fire and combustion studies, 
and the storage of radioactive materials. 
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Table 1 Computed values of dM/dii ,r0 for the similarity equations for 
a constant temperature plate (Equations 6 and 7) with and without inter­
nal heat generation (g' ) 

Pr 

dO/drjl^^Q, constant 

temperature plate Pr 

without q'" with q'" 

0.001 -0.02640 0.9392 

0.01 -0.08059 0.8236 

0.1 -0.2302 0.5425 

1.0 -0.5671 0.005786 

10.0 -1.169 -0.7963 

100.0 -2.191 -1.979 
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Introduction 

Solutions of radiative heat transfer in fire and combustion 
systems have been an important and active research subject in 
recent years. Most of the applications encountered in actual 
systems contain nonhomogeneous participating media. It is im­
portant that the flames and combustion systems are treated as 
such due to the non-uniform distributions of temperature and 
absorbing gaseous species, and participating particle concentra­
tions. While several methods (Siegel and Howell, 1992) have 
treated some benchmarks successfully, the lack of the direct 
comparisons of any nonhomogeneous medium benchmark solu­
tion using different methods motivated the current study. In 
this study, we use two different methods (one stochastic— 
the Monte Carlo, and one deterministic—the YIX) to solve 
radiative transfer within the three-dimensional, nonhomoge­
neous, absorbing, emitting, scattering media and compare the 
solution differences between the two methods. The results are 
tabulated for future comparisons with other solution techniques. 

In the first Symposium on Solution Methods for Radiative 
Heat Transfer in Participating Media at the 1992 National Heat 
Transfer Conference (Tong and Skocypec, 1992), the YIX 
(Hsu et al., 1993) and the Monte Carlo (M.C.) methods (Farmer 
and Howell, 1994) were shown to be able to solve complicated 
radiative heat transfer problems that have nonhomogeneous and 
nongray participating media. It was later shown that the differ­
ences between the two methods are within five percent (Hsu, 
1994). Our experience leads us to suspect that the difference 
in spectral integration techniques is major cause of discrepancy. 
One of the purposes of this study is to confirm the agreement 
of the two methods for a series of gray nonhomogeneous media 
with and without anisotropic scattering as a first step. 

Benchmark Problems 

The geometry of the problem is a unit cube with black walls. 
Several different cases are treated. All cases have similarly 
shaped optical thickness (T = extinction coefficient times the 
side length) distribution given by Eq. (1) , i.e., 
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Solutions of radiative heat transfer in fire and combustion 
systems have been an important and active research subject in 
recent years. Most of the applications encountered in actual 
systems contain nonhomogeneous participating media. It is im­
portant that the flames and combustion systems are treated as 
such due to the non-uniform distributions of temperature and 
absorbing gaseous species, and participating particle concentra­
tions. While several methods (Siegel and Howell, 1992) have 
treated some benchmarks successfully, the lack of the direct 
comparisons of any nonhomogeneous medium benchmark solu­
tion using different methods motivated the current study. In 
this study, we use two different methods (one stochastic— 
the Monte Carlo, and one deterministic—the YIX) to solve 
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solution differences between the two methods. The results are 
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ences between the two methods are within five percent (Hsu, 
1994). Our experience leads us to suspect that the difference 
in spectral integration techniques is major cause of discrepancy. 
One of the purposes of this study is to confirm the agreement 
of the two methods for a series of gray nonhomogeneous media 
with and without anisotropic scattering as a first step. 

Benchmark Problems 
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side length) distribution given by Eq. (1) , i.e., 
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Table 1 Conditions of different benchmark cases 

CASE Scattering 
albedo 

LAS coefficient, 
/3inEq. (2) 

Constants in Eq. (1) Boundary conditions 

El 0. n/a a = 0.9,b =0.1 6 cold walls 
E2 0.9 0. a = 0.9, 6 =0.1 6 cold walls 
E3 0.9 1. a = 0.9, b =0.1 1 hot/5 cold walls 
E4 0.9 - 1 . a = 0.9, b =0.1 1 hot/5 cold walls 
E7 0.9 1. a = 5.0, b =5.0 1 hot/5 cold walls 

T(* ,y ,z ) = fl 1. - 7 7 T 1. x 
o l 0.5 l . - ^ ) + M D 

The constants a and b in Eq. (1) for each case are listed in 
Table 1. The coordinate origin lies at the center of the cube and 
-0.5 =s (x, y, z) =s 0.5 is the domain of computation. The 
optical thickness distribution depends on a and b. For all cases 
studied, the media have higher optical thickness at the center 
than near the walls. For cases with scattering albedo not equal 
to zero, a linear anisotropic scattering (LAS) phase function, 
Eq. (2) , is employed. 

$(o«, u') = 1 + /SPiiiJ-oj') (2) 

where the Pi is the Legendre function and u> • ui' represents the 
inner product of the in-scattering direction and incident intensity 
direction unit vectors. f3 is the coefficient of the LAS phase 
function. The walls are black and diffuse. Both methods can 
handle non-black surfaces and higher order anisotropic scatter­
ing phase function. Nonetheless, these are not considered in this 
study. The conditions for different cases are listed in Table 1. 
For cases El and E2, unity blackbody emissive power in the 
medium is given and the surface heat flux and divergence of 
radiative heat flux are to be solved. For cases E3, E4, and E7, 
the radiative equilibrium is assumed and one of the black walls 
(x = —0.5) has unity emissive power. The medium emissive 
power is to be found along with the surface heat flux. The set 
of cases was selected with several objectives in mind. 
(1) The cases provide a variety of computational goals includ­
ing computation of emissive power and surface flux, or radiative 
flux divergence and surface flux. 
(2) The distribution in extinction coefficient provides a me­
dium which under certain conditions can accentuate the "ray 

effects" (Lathrop, 1971) which can reduce the accuracy of 
solution in methods like the discrete ordinates (S-N), discrete 
transfer, and YIX methods. 
(3) The optical thickness is varied from case to case to evalu­
ate the sensitivity in accuracy and computation time to increased 
optical thickness, which can slow both methods. 
(4) The asymmetry in the wall heating conditions (one hot 
wall) provides a means to judge the accuracy in applying the 
selected anisotropic phase function. 

Results and Discussion 

The solution algorithm of Monte Carlo method can be found 
in Farmer and Howell (1994) and Farmer (1995) and that of 
YIX is described in Hsu et al. (1993). Both numerical schemes 
are similar to those discussed in the above mentioned references 
with the exception of the techniques to compute emissive power. 
Particularly in the case of the Monte Carlo, the numerical 
scheme discussed in the earlier Monte Carlo references is used 
to find the exchange factor from each element to all other ele­
ments ensuring a proper energy balance, then a simple iterative 
solver is used to compute the emissive power using the ex­
change factor matrix and applied zero flux divergence condition. 
The YIX code applies energy balance check on each volume 
and surface elements to reduce the errors caused by the quadra­
tures. In all computations except case E7, the same grid is used, 
i.e., 9 X 9 X 9 cubic grid with side length of 1/9. In case E7, 
an additional solution is obtained for 27 X 27 X 27 cubic grid 
to improve the accuracy. The YIX method uses S16 angular 
quadrature set and 0.001 (in optical thickness unit) as the first 
integration point for the distance quadrature in all cases except 
the case E7, where the first integration point is 0.01. For opti-

Table 2 Comparison of YIX and Monte Carlo for cases E1 and E2; (a) divergence of radiative heat fluxes aty = z = 0; surface heat 
fluxes at x = -0.5 and y = 0. 

CASE El El E2 E2 
X YTX M.C. Uncertainty YK M.C. Uncertainty 

-4/9 0.72219 0.72910 0.00020 0.07912 0.07974 0.00001 
-3/9 1.37209 1.38739 0.00034 0.15739 0.15866 0.00002 
-2/9 1.95658 1.98360 0.00073 0.23482 0.23673 0.00003 
-1/9 2.49628 2.53635 0.00120 0.31163 0.31433 0.00003 

0 3.03664 3.09813 0.00165 0.38842 0.39192 0.00005 

CASE El El E2 E2 

z YK M.C. Uncertainty YTX M.C. Uncertainty 
-4/9 0.10872 0.10959 0.00054 0.01214 0.01219 0.00020 
-3/9 0.14171 0.14125 0.00052 0.01589 0.01564 0.00017 
-2/9 0.16619 0.16729 0.00056 0.01877 0.01892 0.00028 
-1/9 0.18569 0.18552 0.00067 0.02107 0.02103 0.00024 

0 0.19291 0.19260 0.00049 0.02192 0.02202 0.00022 
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Table 3 Comparison of YIX and Monte Carlo for cases E3 and E4; (a) emissive power at y = z = 0; (b) surface heat fluxes at x = 
-0.5 and y = 0. 

CASE E3 E3 E4 E4 
X YK M.C. Uncertainty YK M.C. Uncertainty 

-4/9 0.50679 0.46100 0.00053 0.52294 0.47660 0.00045 
-3/9 0.36282 0.36640 0.00038 0.37710 0.37990 0.00051 
-2/9 0.28177 0.28420 0.00042 0.29267 0.29450 0.00060 
-1/9 0.22135 0.21830 0.00047 0.22730 0.22430 0.00046 

0 0.17049 0.16650 0.00042 0.17050 0.16640 0.00029 
1/9 0.11959 0.12580 0.00024 0.11505 0.12120 0.00026 
2/9 0.09547 0.09642 0.00027 0.08914 0.08987 0.00023 
3/9 0.06832 0.07516 0.00020 0.06159 0.06820 0.00021 
4/9 0.06417 0.05986 0.00020 0.05795 0.05326 0.00021 

CASE E3 E3 E4 E4 
z YK M.C. Uncertainty YK M.C. Uncertainty 

-4/9 0.98586 0.98490 0.00016 0.96680 0.96560 0.00039 
-3/9 0.98112 0.98010 0.00024 0.95218 0.95100 0.00037 
-2/9 0.97706 0.97620 0.00025 0.93944 0.93870 0.00043 
-1/9 0.97360 0.97310 0.00036 0.92947 0.92950 0.00038 

0 0.97170 0.97170 0.00027 0.92465 0.92530 0.00058 

cally thick medium as in E7, the larger first integration point can 
be used to reduce computation time without loss of accuracy. 

The results for El and E2 agree quite well (Table 2), having 
less than one percent average deviation in both surface flux and 
flux divergence. The total number of rays used in Monte Carlo 
simulations range from about 9.3 • 106 for case E2 to 3.5 • 108 for 
case E7. It is interesting to note, for the Monte Carlo solutions of 
El and E2, the numbers of rays used were driven by the need to 
reduce uncertainty in the surface flux results. The uncertainty val­
ues listed in Tables 2-4 are the statistical uncertainties in the 
Monte Carlo results. These uncertainties were derived using a 95% 
confidence interval and the standard deviations in results computed 
from 30 independent Monte Carlo simulations performed for each 
set of conditions. The extinction coefficient distribution in these 
problems is such that most of the radiation is emitted from the 
higher thickness region in the center of media away from the 
walls. In the current Monte Carlo algorithm the number of rays 
launched is proportional to the absorption coefficient and the emis­
sive power in the media. Therefore, most of the rays are launched 
from the fairly small center region. In case El these rays travel 
straight toward the walls in their initially emitted directions. If the 
number of rays is small enough the emission may not be uniformly 
distributed leading to shortages of rays striking some of the sur­
faces which decreases the precision from run to run. In E2, the 
high scattering tends to spread out the ray paths improving the 
uniformity such that fewer rays are needed to guarantee enough 
rays strike on each surface. This is somewhat serendipitous since 
using the same proportionality between emissive power and ab­
sorption coefficient as applied in El produces an order of magni­
tude less rays because the absorption coefficient for E2 are an 
order of magnitude lower. The average run time for each ray, 
however, increases for rays in E2 because the decreased absorption 
and increased scattering lengthen the distance traveled and increase 
the number of elements entered by each ray. 

Cases E3 and E4 (Table 3) have the same distribution of 
extinction coefficient and albedo as the case E2 but with strong 
forward and backward LAS phase functions, respectively. In 
addition, there is a hot wall atx = -0 .5 . The average differences 
of emissive power (es) at the volume elements are six percent 
and those of qs are slightly higher than six percent. These are 
larger than the V • qr and qs differences in the cases El and E2. 

It can be attributed to the ray effects occurring in YIX solutions. 
The ray effects cause anomalous emissive powers distributions 
at some regions. The anomalies are not caused by scattering 
since a case (not presented here) which uses the same condi­
tions as E3 but with zero scattering albedo also shows similar 
irregular emissive power distributions. 

The ray effects only ap'pear on the volume and wall elements 
far away from the hot wall. At the elements near the hot wall, 
the eg differences of both methods are much smaller. This is 
expected because the far away elements are easier to miss the 
hot wall due to the limited number of rays in angular quadrature 
(Lathrop, 1971). At volume nodes with x s= 1/9 and y = z <= 
0, the ray effects are mitigated due to the larger optical thickness 
in the center region of the cube. In other words, whatever the 

Table 4 Comparison of YIX and Monte Carlo for case E7. The YIX solu­
tion is based on the 27 x 27 x 27 grid; (a) emissive power at y = z = 0; 
(b) surface heat fluxes at x = -0.5 and y = 0. 

CASE E7b E7 
X YK M.C. Uncertainty 

-4/9 0.64099 0.64420 0.00047 
-3/9 0.47755 0.48220 0.00060 
-2/9 0.34883 0.35100 0.00042 
-1/9 0.24702 0.24700 0.00030 

0 0.16740 0.16640 0.00021 
1/9 0.10854 0.10760 0.00015 
2/9 0.06940 0.06878 0.00014 
3/9 0.04358 0.04310 0.00010 
4/9 0.02548 0.02484 0.00006 

CASE E7b E7 
z YK M.C. Uncertainty 

-4/9 0.72862 0.73260 0.00076 
-3/9 0.62774 0.62550 0.00071 
-2/9 0.57357 0.56670 0.00101 
-1/9 0.54266 0.53450 0.00063 

0 0.53151 0.52340 0.00110 
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boundary condition at x = -0 .5 , its effects will not propagate 
deep enough into the region behind the optically thicker core. 

Cases E3 and E4 are the extreme tests of ray effects for methods 
using the distance-angular quadrature for radiative transfer equa­
tion. The effective remedy of ray effects in YIX method will be 
to increase the order of discrete ordinate set used in the angular 
quadrature. The YIX computational time is directly proportional 
to the number of directions («). However, the increase in computa­
tional time can be much less than n, if the higher order S-N set 
is applied only to those regions where ray effects can be properly 
identified. In comparison, the computational expense by the dis­
crete ordinates method for higher order S-N set is proportional to 
0{n2) (see Lathrop, 1971) and consistent order of the S-N set 
has to be used throughout the whole computational domain. 

The results of case E7 (similar to E3, but with higher optical 
thickness) reveal that the YIX ray effects are completely mitigated 
by this higher optical thickness. In Table 4, the E7b is case E7 
run with a 27 X 27 X 27 grid by the YIX method. A Monte Carlo 
solution for this larger grid was not run due to memory problems 
on the M.C. machine, and the excessive run times expected. In 
the YIX solution of E7b, smaller grid size is required for this 
optically dense medium, which has optical thickness of ten in the 
center and five at the walls, Ideally, adaptive grid with equal optical 
depth in grid size will ensure same order of local error within the 
medium. However, this is currently not adopted in either the YIX 
or M.C. schemes. Although the eg distributions agree very well at 
the core region (overall averaged difference is 2.2 percent), the 
qs distributions have larger differences (overall averaged is 2.7 
percent), especially at the hot wall center. 
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K = thermal conductivity, Wm~' K"1 

L = film thickness, m 
P = dimensionless source term 
Q = source term, Wm 3 

R = metal surface reflectivity 
t = time, s 

tp = laser pulse duration, s 
T = temperature, K 
Ti = initial temperature of both lattice and electron gas, K 
TD = Debye temperature, K 
x = spatial coordinate, m 

Greek Symbols 

a = radiation absorption coefficient, m ' 
A = difference function 
e = dimensionless small parameter 
£ = dimensionless spatial coordinate, xlL 
0 = dimensionless temperature, (T - Ji)IT{ 

T = dimensionless time, tKe/(L
2Ce) 

TP = dimensionless laser pulse duration time, tpKe/(L
2Ce) 

Subscripts 
e = electron 
i = initial 
/ = lattice 

1 Introduction 
There exist basically four different models describing the 

mechanism of energy transport during short-pulse laser heating. 
The first is the parabolic one-step model which is based on the 
classical Fourier conduction law. The second is the hyperbolic 
one-step model (Kim et al., 1990; Chen and Lin, 1994) which 
was first postulated for gases by Maxwell (1867). The third 
and forth models are the parabolic two-step and the hyperbolic 
two-step models (Qiu and Tien, 1993; Tzou et al , 1994; Tzou, 
1995). 

The microscopic two-step model was pioneered by Anisimov 
et al. (1974) and was advanced later by Fujimoto et al. (1984). 
The two-step model involves two coupled energy equations 
governing the heat transfer in the electron gas and the metal 
lattice. The electron-phonon coupling factor varies within a 
wide range of limits. Many metals have a very low coupling 
factor. As an example, the coupling factor of gold is about 2.6 
X 1016 Wm"3 K"1. However, many other metals have a very 
high coupling factor. As an example, the coupling factor of 
Vanadium (V) is about 648 X 1016 Wm"3 K~'. As the value 
of the coupling factor increases, the thermalization time, which 
is the time required for the electron and lattice to reach the 
thermal equilibrium state, decreases. This implies that the nor­
malized temperature difference between the electron gas and the 
lattice becomes small but not negligible. This small temperature 
difference between the electron gas and the lattice is observed 
especially in materials having large coupling factors and when 
the laser duration time is long enough to enable the electron 
gas to give part of its energy to the solid lattice. When the 
temperature difference between the electron gas and the lattice 
becomes small enough, this difference may be normalized in 
the form of a perturbed quantity. As a result, perturbation tech­
nique may be used to eliminate the coupling between the two 
energy equations. The elimination of this coupling produces 
two uncoupled partial differential equations which have the 
same order as the original coupled partial differential equations 
and which do not contain any mixed derivative terms. 

2 Analysis 

Consider applications involving short-pulse laser heating of 
metals. When the laser pulse duration is much shorter than the 
electron-phonon thermal relaxation time, the hot electrons do 
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boundary condition at x = -0 .5 , its effects will not propagate 
deep enough into the region behind the optically thicker core. 

Cases E3 and E4 are the extreme tests of ray effects for methods 
using the distance-angular quadrature for radiative transfer equa­
tion. The effective remedy of ray effects in YIX method will be 
to increase the order of discrete ordinate set used in the angular 
quadrature. The YIX computational time is directly proportional 
to the number of directions («). However, the increase in computa­
tional time can be much less than n, if the higher order S-N set 
is applied only to those regions where ray effects can be properly 
identified. In comparison, the computational expense by the dis­
crete ordinates method for higher order S-N set is proportional to 
0{n2) (see Lathrop, 1971) and consistent order of the S-N set 
has to be used throughout the whole computational domain. 

The results of case E7 (similar to E3, but with higher optical 
thickness) reveal that the YIX ray effects are completely mitigated 
by this higher optical thickness. In Table 4, the E7b is case E7 
run with a 27 X 27 X 27 grid by the YIX method. A Monte Carlo 
solution for this larger grid was not run due to memory problems 
on the M.C. machine, and the excessive run times expected. In 
the YIX solution of E7b, smaller grid size is required for this 
optically dense medium, which has optical thickness of ten in the 
center and five at the walls, Ideally, adaptive grid with equal optical 
depth in grid size will ensure same order of local error within the 
medium. However, this is currently not adopted in either the YIX 
or M.C. schemes. Although the eg distributions agree very well at 
the core region (overall averaged difference is 2.2 percent), the 
qs distributions have larger differences (overall averaged is 2.7 
percent), especially at the hot wall center. 
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K = thermal conductivity, Wm~' K"1 

L = film thickness, m 
P = dimensionless source term 
Q = source term, Wm 3 

R = metal surface reflectivity 
t = time, s 

tp = laser pulse duration, s 
T = temperature, K 
Ti = initial temperature of both lattice and electron gas, K 
TD = Debye temperature, K 
x = spatial coordinate, m 

Greek Symbols 

a = radiation absorption coefficient, m ' 
A = difference function 
e = dimensionless small parameter 
£ = dimensionless spatial coordinate, xlL 
0 = dimensionless temperature, (T - Ji)IT{ 

T = dimensionless time, tKe/(L
2Ce) 

TP = dimensionless laser pulse duration time, tpKe/(L
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Subscripts 
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i = initial 
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1 Introduction 
There exist basically four different models describing the 

mechanism of energy transport during short-pulse laser heating. 
The first is the parabolic one-step model which is based on the 
classical Fourier conduction law. The second is the hyperbolic 
one-step model (Kim et al., 1990; Chen and Lin, 1994) which 
was first postulated for gases by Maxwell (1867). The third 
and forth models are the parabolic two-step and the hyperbolic 
two-step models (Qiu and Tien, 1993; Tzou et al , 1994; Tzou, 
1995). 

The microscopic two-step model was pioneered by Anisimov 
et al. (1974) and was advanced later by Fujimoto et al. (1984). 
The two-step model involves two coupled energy equations 
governing the heat transfer in the electron gas and the metal 
lattice. The electron-phonon coupling factor varies within a 
wide range of limits. Many metals have a very low coupling 
factor. As an example, the coupling factor of gold is about 2.6 
X 1016 Wm"3 K"1. However, many other metals have a very 
high coupling factor. As an example, the coupling factor of 
Vanadium (V) is about 648 X 1016 Wm"3 K~'. As the value 
of the coupling factor increases, the thermalization time, which 
is the time required for the electron and lattice to reach the 
thermal equilibrium state, decreases. This implies that the nor­
malized temperature difference between the electron gas and the 
lattice becomes small but not negligible. This small temperature 
difference between the electron gas and the lattice is observed 
especially in materials having large coupling factors and when 
the laser duration time is long enough to enable the electron 
gas to give part of its energy to the solid lattice. When the 
temperature difference between the electron gas and the lattice 
becomes small enough, this difference may be normalized in 
the form of a perturbed quantity. As a result, perturbation tech­
nique may be used to eliminate the coupling between the two 
energy equations. The elimination of this coupling produces 
two uncoupled partial differential equations which have the 
same order as the original coupled partial differential equations 
and which do not contain any mixed derivative terms. 

2 Analysis 

Consider applications involving short-pulse laser heating of 
metals. When the laser pulse duration is much shorter than the 
electron-phonon thermal relaxation time, the hot electrons do 
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Laser Pulse Metal Film 
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Fig. 1 Schematic diagram for laser heating of a metal film 

not have enough time to establish local thermal equilibrium 
with the lattice. Consequently, the electrons and the lattice have 
two different temperatures 9e and #/. This non-equilibrium heat­
ing process can be modeled phenomenologically using the two-
step model as: 

or d£2 (1) 

(2) 

where 

H, = 
GL2 

Ke 

H2 = 
KjCe 

KeC,' 

H, = 
GL2Ce 

K.Ci 
P„ = P,= 

L2Q(r, Q 

KeTt 

Equations (1) and (2) are two coupled partial differential equa­
tions which are second order in space and first order in time. 
Elimination of the coupling between these equations yields a 
mixed derivative partial differential equation which is fourth 
order in space and second order in time. The higher order and 
mixed derivative terms which appear in the resulting equation 
increases the difficulty of solving such problems. However, in 
many applications, the coupling between the two energy Eqs. 
(1) and (2) may be eliminated without raising the order of the 
resulted partial differential equations and without the appearing 
of mixed derivative terms. These applications involve situations 
in which the incident thermal radiation interacts with materials 
having a very large coupling factor or situations in which the 
laser pulse duration is not too short. In these situations, the 
difference between the electron and lattice temperature may be 
normalized in the form of a very small perturbed quantity. This 
difference may be written as: 

0e(r, O = 9,{T, O + CA(T, O (3) 

where A(r , O is a function of space and time, and e = 1/Hl 

is a dimensionless small parameter. Now, Eqs. (1) and (2) can 
be written as: 

d2 

= H4-^i+CRPe{T,0 + 0(e) (4) 

d2Q 

dr ""* <9£2 

A(r, O = 
dr d^ 

+ P.(T, O (5) 

Ht 
Ce Ke + Ki 

Ce + C, Ke 
CR = ce 

ce + c, 
Equation (4) is obtained by combining Eqs. (1) and (2); Equa­
tion (5) is Eq. (1) with regard to Eq. (3). It is clear that Eq. 
(4) is a simple partial differential equation which has the same 
order as that of the original governing Eqs. (1) and (2) and 
which has no mixed derivative terms. 

3 Study Case 
Consider the interaction of a short-pulse laser beam with a 

pure metal film having a high coupling factor G. The metal 
film, which is of thickness L, is analyzed on the basis of a one-
dimensional model, since the beam diameter is typically much 
larger than the heat diffusion penetration depth in a very short 
time. By neglecting the temperature dependence of thermal 
properties, the governing equations are Eqs. (4) and (5). The 
heating source term that appears in these equations is given in 
a dimensionless form as (Qiu and Tien, 1993; Tzou et a l , 1994; 
Tzou, 1995): 

X exp~ exp-2-77(T2/Tp)expI108(T'V (6) 

where rp is the dimensionless pulse duration time. In Eq. (6) 
we have made a phase shift in time in the form r = f + 2. 
This shift is done to enable us to take the initial conditions at 
zero time. As a result of this phase shift, the initial and boundary 
conditions of the problem are given as: 

fl.(0, O = 6,(0, O = 0 

dO,(r,0) 90,(7-, 1) d9e(T,0) d6e(T, 1) 

dZ d£ di % 
= 0. 

(7) 

(8) 

Solution for Eq. (4) is obtained using Green's function method. 
This solution assumes the form (Ozisik, 1993): 

0.(T, £) = A I 
1 

lo N(/3,„) 
exp-"/»T cos (P.£)DM6 

X exp7 erf ( yi~8 + —j~ \ - erf(yis) (9) 
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Fig. 2 The dynamic response of the electron temperature 8, at different 
duration times 

Journal of Heat Transfer FEBRUARY 1997, Vol. 1 1 9 / 1 8 9 

Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D,„ = 
La[l - exp aL cos (mn)] 

a2L2 + m2ir2 

y = -HtmV -

A = ^ ( l -R)la 
KeTt 

11.08 
8 = 

11.08 

0m = imr, N(pm) = 0.5, N(0) = 1 

Expression for # , (T , £) is obtained from Eq. (3) where A ( T , 
£) is obtained from Eqs. (5) and (9) as: 

1 
A(r, O = A(H4 - 1) I 

„,=o #(&•) 

X ( m V ) e x p - ^ » T cos (pmODmJ^6~ 

X exp 

A S 

7 2« 
r / ' 7 ^ + 27i)~ e ' " / ( r^ ) 

y2s 

o # ( A.) 
exp_/ ,^»T cos (0mQDm exp 

e x p - ^ ^ ' 2 ^ ' + P.(r , O- (10) 

A sample of the results is plotted in Fig. 2 which shows the 
dynamic response of the dimensionless electron temperature at 
a given location (where £ = 0.5) of the metal film. 
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Determination of Flow Properties in 
Non-Darcian Flow 

H.-I. You, C.-H. Chang1 

Introduction 
Channel flow filled with porous medium is an efficient way 

to enhance the heat transfer of a compact heat exchanger. Since, 

in most cases, high velocity flow prevails in the porous medium 
flow, non-Darcian effects, consisting of boundary, viscous and 
inertial resistance, had been considered by many investigators 
in their heat transfer analysis (e.g., Vafai and Kim, 1990). Flow 
properties of permeability and inertial constant pertaining to a 
porous medium structure, need to be determined before the 
thermal analysis of forced convection heat transfer is performed. 

For non-Darcian flow through a porous medium, the pressure 
drop was generally expressed as the sum of two terms as follows 
(Ergun, 1952): 

dp 

dx 
= a\i\J + bpU2 

(1) 

Reformulating Eq. (1) and using 640 experimental data repre­
senting different gas through various-sized spheres, sand etc., 
Ergun obtained permeability K and inertial constant F belonging 
to the associated porous medium flow. Beavers and Sparrow 
(1969) conducted experimental work by using distilled water 
through a latticework of metallic fibers. Following a similar 
procedure of data analysis, they obtained both flow properties. 
Sparrow and Grannis (1991) determined the pressure-drop 
characteristics as a function of Reynolds number, based on pore 
characteristic length, for air flow through arrays of diamond-
shaped pin fins. A bundle of series connected capillaries, in 
which the flow path may branch and, later on, join together, is 
considered to be a theoretical model of porous structure 
(Scheidegger, 1974). Microstructure composed of a large num­
ber of short pin fins is considered to be a porous structure and 
is designed for use in forced convection heat transfer. Flow 
properties of permeability and inertial constant, belonging to 
this microstructure, need to be experimentally determined, as 
done by other investigators. A modified procedure on the deter­
mination of such flow properties is proposed in the present 
investigation. 

Equation of Fully Developed Flow 

The momentum equation in x-direction is (Vafai and Kim, 
1990): 

dx 

d2u 

d7 TK pu (2) 

The volume flow rate passing through each channel section is 
constant, i.e., 

f 
Jo 

udy = US (3) 

In Eq. (2) , pf represents the actual fluid pressure which can be 
measured by a pressure gauge. Due to inertial resistance in the 
porous structure, a flat velocity profile was found prevailing in 
the utmost part of the porous flow channel. Applying Eq. (2) 
on the center line of the porous flow channel, and noting that 
d2uldy2 can be absolutely set equal to zero, Eq. (2) reduces 
to: 

dx K \ * 
pU2 (4) 

Clearly, Eq. (4) is comparable with Eq. (1) in which the 
Darcian velocity U is replaced by the maximum centerline ve­
locity Uc. 
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Experimental Preparation 

An experimental apparatus of air flow system, similar to that 
used by Sparrow and Grannis (1991), was constructed in the 
present study. The flow test section was composed of uniformly 
distributed square pin-fins on a metal substrate. The test section 
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Expression for # , (T , £) is obtained from Eq. (3) where A ( T , 
£) is obtained from Eqs. (5) and (9) as: 

1 
A(r, O = A(H4 - 1) I 

„,=o #(&•) 

X ( m V ) e x p - ^ » T cos (pmODmJ^6~ 

X exp 

A S 

7 2« 
r / ' 7 ^ + 27i)~ e ' " / ( r^ ) 

y2s 

o # ( A.) 
exp_/ ,^»T cos (0mQDm exp 

e x p - ^ ^ ' 2 ^ ' + P.(r , O- (10) 

A sample of the results is plotted in Fig. 2 which shows the 
dynamic response of the dimensionless electron temperature at 
a given location (where £ = 0.5) of the metal film. 
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Determination of Flow Properties in 
Non-Darcian Flow 

H.-I. You, C.-H. Chang1 

Introduction 
Channel flow filled with porous medium is an efficient way 

to enhance the heat transfer of a compact heat exchanger. Since, 

in most cases, high velocity flow prevails in the porous medium 
flow, non-Darcian effects, consisting of boundary, viscous and 
inertial resistance, had been considered by many investigators 
in their heat transfer analysis (e.g., Vafai and Kim, 1990). Flow 
properties of permeability and inertial constant pertaining to a 
porous medium structure, need to be determined before the 
thermal analysis of forced convection heat transfer is performed. 

For non-Darcian flow through a porous medium, the pressure 
drop was generally expressed as the sum of two terms as follows 
(Ergun, 1952): 

dp 

dx 
= a\i\J + bpU2 

(1) 

Reformulating Eq. (1) and using 640 experimental data repre­
senting different gas through various-sized spheres, sand etc., 
Ergun obtained permeability K and inertial constant F belonging 
to the associated porous medium flow. Beavers and Sparrow 
(1969) conducted experimental work by using distilled water 
through a latticework of metallic fibers. Following a similar 
procedure of data analysis, they obtained both flow properties. 
Sparrow and Grannis (1991) determined the pressure-drop 
characteristics as a function of Reynolds number, based on pore 
characteristic length, for air flow through arrays of diamond-
shaped pin fins. A bundle of series connected capillaries, in 
which the flow path may branch and, later on, join together, is 
considered to be a theoretical model of porous structure 
(Scheidegger, 1974). Microstructure composed of a large num­
ber of short pin fins is considered to be a porous structure and 
is designed for use in forced convection heat transfer. Flow 
properties of permeability and inertial constant, belonging to 
this microstructure, need to be experimentally determined, as 
done by other investigators. A modified procedure on the deter­
mination of such flow properties is proposed in the present 
investigation. 

Equation of Fully Developed Flow 

The momentum equation in x-direction is (Vafai and Kim, 
1990): 

dx 

d2u 

d7 TK pu (2) 

The volume flow rate passing through each channel section is 
constant, i.e., 

f 
Jo 

udy = US (3) 

In Eq. (2) , pf represents the actual fluid pressure which can be 
measured by a pressure gauge. Due to inertial resistance in the 
porous structure, a flat velocity profile was found prevailing in 
the utmost part of the porous flow channel. Applying Eq. (2) 
on the center line of the porous flow channel, and noting that 
d2uldy2 can be absolutely set equal to zero, Eq. (2) reduces 
to: 

dx K \ * 
pU2 (4) 

Clearly, Eq. (4) is comparable with Eq. (1) in which the 
Darcian velocity U is replaced by the maximum centerline ve­
locity Uc. 
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Experimental Preparation 

An experimental apparatus of air flow system, similar to that 
used by Sparrow and Grannis (1991), was constructed in the 
present study. The flow test section was composed of uniformly 
distributed square pin-fins on a metal substrate. The test section 
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had a narrow flow path with an inlet cross section of 120 (width) 
X 15 (height) mm and length (L) 120 mm. Five units of the 
flow test section with porosity, e, equal to 0.865, 0.782, 0.679, 
0.599, and 0.462 were prepared. The pressure drop Ap across 
the test section is measured using a manometer filled with water 
or mercury, chosen depending on the magnitude of the pressure 
drop. The constant pressure gradient dpf/dx across the test sec­
tion is calculated by Ap/L. The minimum water height reading 
of the £/-type manometer in the measurement of pressure drop 
for the case of the least air flow rate is about 80 ± 1 mm. The 
accuracy on measurement of channel length is also within ± 1 
mm. The maximum uncertainty of Ap/L is therefore within 
three percent. 

Analysis 

To determine the permeability K and the inertial constant F 
associated with a specified porous structure, a number of test 
runs on flow experiment should be done. These experiments 
are generally conducted over a wide range of air flow rates. To 
each test, the pressure drop, denoted by A / w , is measured, 
and all of the data pairs (Apmea., U) are then collected for data 
analysis. Rewrite Eq. (4) (as done by Beavers and Sparrow, 
1969) in the following form: 

fj,Uc \ L ) ji 
(5) 

where a = \/K and b = Fl{K. 
If all of the maximum centerline velocities, Uc's, corre­

sponding to the associated air flow rates, are known, then in 
conjunction with the measured pressure drops Apmca., the 
values of a and b (then K and F) can be obtained from Eq. 
(5) by using the numerical method of least square. In the 
present paper, this calculation is completed by using the sub­
routine RLINE called from IMSL (1989). However, since 
Uc's are not known beforehand, first trial solutions of a and 
b are obtained by using the data pairs of (Apmea , U). The 
values of K and F obtained in this first solution are, essen­
tially, obtained by Beavers and Sparrow (1969). Numerical 
solution of u (and also Uc) is solved from Eq. (2) , in which 
K and F use the foregoing trial solutions. 

Equation (2) is an ordinary differential equation of velocity, 
w(y), with the no-slip boundary conditions specified at trie 
walls. A computing subroutine, named BVPFD called from 
IMSL (1989), is used to solve for u(y). The unknown pressure 
gradient, dpf/dx, across the porous structure, is also iteratively 
determined if the flow continuity, Eq. (3) satisfies the following 
criterion of the convergence, i.e., 

HP' ? e 0.462 0.599 0.679 0.782 0.865 
Ko(m2)X107 1.440 2910 4.180 6.730 9210 

\<r*-_ K(m2)X107 1.700 4.080 6.650 15.10 3420 
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Fig. 2 Computational results of the inertial constant F versus poros­
ity £ 

u udy - U6)/US =s 10" (6) 

When the calculated value of dpfldx is equal to Ap/L within 
the following prescribed accuracy: 

\(dpf/dx - Ap/L)/Ap/L| =s 10" (7) 

Fig. 1 Computational results of permeability K versus porosity e 

then the final values of K and F are the desired solution. Other­
wise, modified values of K and F are iteratively obtained by 
using the new data pairs of (Apraea., Uc) in the least-square 
computation. The convergence was rapidly attained within three 
to four iterative cycles in the present calculation. 

Results and Discussion 
Figure 1 shows the computational results of permeability K 

associated with each porous matrix of porosity e. The first trial 
solutions of permeability, K0, equivalent to Beavers and Spar­
row's solution, are also shown in the figure for reference. It is 
found that the typical value of K associated with the practical 
microstructure is of the order of 10 7 to 10 ~6 m2 in the present 
investigation. In Fig. 1, the logarithmic scale for the permeabil­
ity K is used and a steadily increasing rate of K is observed. 
Equation (2) reduces to the momentum equation applied for 
the channel flow without a porous medium as K -» °°. However, 
it is found from Fig. 1 that K seems to approach a finite value, 
roughly 10 " \ instead of °°, as e tends to 1. Figure 2 shows the 
computational results of the inertial constant F associated with 
the corresponding porosity e. The Beavers and Sparrow's solu­
tions, F0, are also listed in the figure for reference. It is seen 
from Fig. 2 that variation of F with e is moderate, which indicate 
that the flow resistance due to the presence of a porous matrix 
is not a strong function of porosity. An average value of 0.072 
can be assessed in the present paper. It should be noted that a 
reasonable value of F = 0.074 was proposed by Beavers and 
Sparrow (1969). 

Conclusions 

The non-Darcian flow is assumed passing through the pin-fins 
porous matrix. The permeability K associated with the practical 
porous matrix is of the order of 10~7 to 10~6 m2. A rapidly 
increasing rate of K is obtained as porosity becomes large. 
Variation of inertial constant F with e is considered to be moder­
ate and an average value of 0.072 is proposed. 
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^ ^ ^ M Discus 

Discussion of a Discussion by F. Chen, and 
C. F. Chen1 

D. A. Nield.2 The closures by Vafai and Kim (1995b, 
1996) have been helpful in clarifying some matters, but they 
have raised some other issues which invite comment. 

Vafai and Kim (1990) in their equation (10b) wrote two 
expressions "which together imply the matching of the total 
normal stress at the interface," and only later mentioned that 
they were adopting the approximation of setting the effective 
viscosity equal to the fluid viscosity. They did not then point 
out the implications of this. Vafai and Kim (1995a, b) presented 
an argument aimed at showing that the total normal stress 
boundary condition reduced to the continuity of pressure at the 
interface without any mention of the value of the effective 
viscosity, leading the reader to infer that the argument is meant 
to hold for all choices of the effective viscosity. It seems to me 
that this argument (for the general viscosity ratio) breaks down 
at the crucial point where they referred to Chen and Chen 
(1992) and that the basic conclusion of Chen and Chen (1996) 
is correct: the two expressions are equivalent when the effective 
viscosity is equal to the fluid viscosity (and the fluid is incom­
pressible), but there is inconsistency for other choices of the 
effective viscosity. In order to remove possible confusion, it is 
necessary that Vafai and Kim now clarify their position regard­
ing the situation where the effective viscosity is not equal to 
the fluid viscosity. 

It is fortunate that Vafai and his colleagues have not imple­
mented two expressions for the normal stress in their numerical 
work. Rather, they used a one-domain approach in terms ot the 
vorticity-stream function-temperature formulation. They be­
lieved that in this formulation, the normal stress condition was 
satisfied indirectly. For example, Vafai and Huang (1994) said 
nothing about how their normal stress boundary conditions 
(10b) were implemented, and the reader was left to guess that 
they probably implicitly assumed that the stream function and 
vorticity are continuous across the interface. It is true that the 
continuity of velocity and tangential stress (and viscosity) do 
imply the continuity of stream function and vorticity, but that 
is independent of the form of the normal stress condition. 

It is interesting that Poulikakos et al. (1986) did not explicitly 
impose any normal stress boundary condition at the interface 
in their work, which also involved a vorticity-stream function 
formulation. It seems that in this formulation there is some sort 
of implicit numerical matching condition which replaces the 

1 Published in the February 1996 issue of the ASME JOURNAL OF HEAT TRANS­
FER, Vol. 118, pp. 266-268. 

2 Department of Engineering Science, University of Auckland, Private Bag 
92019, Auckland, New Zealand. 
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ion 

physical boundary condition. Professor J. L. Lage has pointed 
out to me that there is a fundamental difficulty in translating 
from a two-media formulation (with interface boundary condi­
tions ) to a single medium, in the way in which Vafai and Huang 
(1994) have done. What defines the interface conditions is no 
longer the analytical model but rather the numerical scheme 
used to solve the equations. One or more general differential 
equations are taken to apply for the whole domain. What distin­
guishes one subdomain from the other are the physical proper­
ties of each subdomain (permeability, porosity, inertia coeffi­
cient, etc.); what happens at the interface depends on how the 
code is structured. A detailed investigation will be required in 
order to learn how the numerical solution, based on a particular 
code, relates to the physical boundary conditions which should 
be satisfied at the interface between a porous medium and a 
fluid. I would expect the numerical solution from a vorticity-
streamfunction approach to overestimate the heat transfer as a 
result of the constraining effect of the physical normal stress 
condition not being fully taken into account. 

There is One further feature of the Vafai and Huang (1994) 
paper which requires comment. It is not immediately clear if 
the symbol v in their Eq. (5) denotes the Darcy velocity or the 
intrinsic velocity; the reader is left to deduce that if the effective 
conductivity is defined in the usual manner, then their Eq. (6) 
implies that v must denote the Darcy velocity. If that is correct 
then the left hand side of Eq. (5) should be divided by a factor 
e (the porosity). It is fortunate that Vafai and Huang have 
performed calculations for the case of small Darcy numbers 
only, so the effect on the numerical results is expected to be 
small. It is important to note that their results are limited to this 
case. It would have been less confusing if they had omitted the 
convective term completely, as recommended by Nield (1991). 
Incidentally, it also appears that eq. (6) of Vafai and Huang 
(1994) differs from eq. (16) of Vafai and Tien (1981) in that 
the symbol ae is defined differently in the two papers (the 
porosity is explicitly involved in one expression but not in the 
other). An explanation for this difference would help the reader. 

Vafai and Kim (1996) conclude a long paragraph with "it 
becomes clear in their Eqs. (16) and (17), Chen and Chen 
(1992) have failed to set these viscosity coefficients equal. This 
mistake affects the results of the analysis of Chen and Chen 
(1992)." It is not clear to me that Chen and Chen have made 
any mistake. Their Eqs. (16) and (17) are simply the nondimen-
sional component forms of their Eq. (5) , which indicates that 
they have taken the effective (dynamic) viscosity /A.,ff equal to 
the fluid fi/<f>, where \x denotes the fluid viscosity and <p the 
porosity. This is in agreement with the result obtained by local 
volume averaging by Vafai and Tien (1981) and several other 
authors. This appears to be the best choice of effective viscosity 
to model flow near the solid boundaries. The solid boundaries 
are more restrictive to the flow and are thus expected to have 
a greater effect on heat transfer than the interface, so it is im­
portant to deal accurately with the effect of the solid boundaries. 
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At the interface, the stress is somewhat indeterminant so it is 
not too important which value of the effective viscosity is taken 
in modelling the interface. Chen and Chen chose to take // (the 
simplest expression) as the effective viscosity at the interface 
and in my view that is a reasonable choice. 

Caution is needed in referring to the work of Brinkman 
(1947), Lundgren (1972), and Neale and Nader (1974). Brink-
man used the equation which now bears his name for a purpose 
different from that of modern authors, and a similar remark 
applies to Lundgren's work. Neale and Nader were concerned 
with relating the Brinkman equation to the well known semi-
empirical equation of Beavers and Joseph, and their work is 
restricted to unidirectional flows parallel to the interface. Thus, 
their work should not be expected to extend automatically to 
the more general flow treated by Chen and Chen (1992), so 
Chen and Chen were under no obligation to follow Brinkman, 
Lundgren, Neale, and Nader in their choice of effective viscos­
ity. 

For the case of media of small or moderate permeability, it 
probably does not matter much, from a purely empirical as 
distinct from a scientific viewpoint, whether or not one takes 
the effective viscosity to be equal to the fluid viscosity, or 
that divided by the porosity, in the differential equation or the 
boundary conditions. In that case, the Brinkman term plays a 
minor role in comparison with the Darcy term. Also, in the 
determination of the temperature field, the stress boundary con­
ditions play a minor role (because higher derivatives are in­
volved) in comparison with the conditions of continuous tem­
perature, heat flux, and normal velocity. Consequently, the pub­
lished heat transfer results of Chen and Chen, Vafai and 
coworkers, and other authors should all be satisfactory. How­
ever, for media of high permeability further investigation is 
necessary in order to determine the range of validity of the 
published results (the ratio of effective viscosity to fluid viscos­
ity can be of order 10; for example, Givler and Altobelli (1994) 
reported the fact that one material yielded an experimental value 
of about 7.5 for this ratio). 
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Closure3 

K. Vafai4 and S. J. Kim5. We would like to thank Profes­
sor Nield for his comments and further discussion on this topic. 
However, it would have been quite beneficial if the author had 
read our statements, or even his, as related to this topic more 
carefully. Perhaps we can just quote Professor Nield here as we 
believe his own previous statements and our responses will 
further clarify what has already been a very clear description 
by us all along. First, it should be noted that in Nield (1995) 
the main subject of the discussion was about the fact that Vafai 
and Huang (1994) and Huang and Vafai (1994) are setting the 
fluid viscosity and the effective viscosity equal, i.e., they are 
using the same viscosity in front of both terms in both papers. 
In fact, Nield (1995) starts out his discussion about the works 
of Vafai and Huang (1994) and Huang and Vafai (1994) by 
saying, "In each of these papers the authors have modeled 
flow in a porous medium by a Brinkman-Forchheimer-extended 
Darcy equation (Eq. (5) of the first paper, Eq. (2) of the sec­
ond) in which the coefficient of the Darcy term v/K is the same 
as the coefficient of the Brinkman term V2u, and each is denoted 
by fc'eff." Therefore, the primary subject of the discussion and 
the closure (Vafai and Kim, 1995b) is centered around the fact 
that our coefficient for the Darcy term v/K is the same as our 
coefficient for the Brinkman term VV We use different symbols 
for the fluid viscosity and the effective viscosity so as to make 
it clear that they are usually different (also to avoid another 
discussion on the same point), but then we make it clear that 
due to lack of definitive data we always use the same value of 
viscosity for both when dealing with porous-fluid interfaces. 

These points were reiterated in our response in Vafai and Kim 
(1995b) which is reproduced here: ' 'In general the coefficient of 
the Darcy term v/K is \is, and the coefficient of the Brinkman 
term, V2v, is //eff, as shown in Eq. (5) of Vafai and Kim (1990). 
We are well aware that there are some situations where it is 
important to make a distinction as shown and discussed (for 
example, Vafai and Kim, 1990; Ettefagh, Vafai, and Kim, 1991; 
Huang and Vafai, 1994). But Lundgren (1972) and Neal and 
Nader (1974) have shown that setting the effective viscosity of 
the fluid-saturated porous medium equal to the fluid viscosity 
provides good agreement with experimental data. Hence, lack­
ing definitive information on /j,ef!, it has become a common 
practice to set the effective viscosity equal to the fluid viscos­
ity." This effective viscosity as explained by Vafai and Kim 
(1995a, 1995b) is taken to be the fluid viscosity. This has 
always been our de facto approach for problems dealing with 
the porous-fluid interface. 

In addition, it would be instructive if our interactive joint 
discussion in Nield et al. (1996) is read more carefully. In 
this discussion, once again, Nield states that, "The effective 
viscosity . . . may differ substantially from the fluid viscosity,'' 
and also that, "Vafai and Kim's argument on the normal stress 
condition collapses because they . . . have confused tangential 
and normal coordinates." In the same interactive discussion we 
once again have responded to these statements by stating, "The 
reason we always set the effective viscosity equal to the fluid 
viscosity is, as we had mentioned at various times, due to the 
lack of rigorous data and that it provides good agreement with 
past experimental data (Lundgren, 1972; Neale and Nader, 
1974)," and, "With respect to the porous/fluid interface, the 
arguments stand. The confusion appears to be Nield's as we 
have not "confused tangential and normal coordinates." In Va­
fai and Kim (1995) and our other porous/fluid interface works, 
always a two-dimensional, incompressible, and isotropic porous 
medium, in which the effective and the fluid viscosities are 

3 Only references which are not given, if any, in the discussion are cited. 
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At the interface, the stress is somewhat indeterminant so it is 
not too important which value of the effective viscosity is taken 
in modelling the interface. Chen and Chen chose to take // (the 
simplest expression) as the effective viscosity at the interface 
and in my view that is a reasonable choice. 

Caution is needed in referring to the work of Brinkman 
(1947), Lundgren (1972), and Neale and Nader (1974). Brink-
man used the equation which now bears his name for a purpose 
different from that of modern authors, and a similar remark 
applies to Lundgren's work. Neale and Nader were concerned 
with relating the Brinkman equation to the well known semi-
empirical equation of Beavers and Joseph, and their work is 
restricted to unidirectional flows parallel to the interface. Thus, 
their work should not be expected to extend automatically to 
the more general flow treated by Chen and Chen (1992), so 
Chen and Chen were under no obligation to follow Brinkman, 
Lundgren, Neale, and Nader in their choice of effective viscos­
ity. 

For the case of media of small or moderate permeability, it 
probably does not matter much, from a purely empirical as 
distinct from a scientific viewpoint, whether or not one takes 
the effective viscosity to be equal to the fluid viscosity, or 
that divided by the porosity, in the differential equation or the 
boundary conditions. In that case, the Brinkman term plays a 
minor role in comparison with the Darcy term. Also, in the 
determination of the temperature field, the stress boundary con­
ditions play a minor role (because higher derivatives are in­
volved) in comparison with the conditions of continuous tem­
perature, heat flux, and normal velocity. Consequently, the pub­
lished heat transfer results of Chen and Chen, Vafai and 
coworkers, and other authors should all be satisfactory. How­
ever, for media of high permeability further investigation is 
necessary in order to determine the range of validity of the 
published results (the ratio of effective viscosity to fluid viscos­
ity can be of order 10; for example, Givler and Altobelli (1994) 
reported the fact that one material yielded an experimental value 
of about 7.5 for this ratio). 
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Closure3 

K. Vafai4 and S. J. Kim5. We would like to thank Profes­
sor Nield for his comments and further discussion on this topic. 
However, it would have been quite beneficial if the author had 
read our statements, or even his, as related to this topic more 
carefully. Perhaps we can just quote Professor Nield here as we 
believe his own previous statements and our responses will 
further clarify what has already been a very clear description 
by us all along. First, it should be noted that in Nield (1995) 
the main subject of the discussion was about the fact that Vafai 
and Huang (1994) and Huang and Vafai (1994) are setting the 
fluid viscosity and the effective viscosity equal, i.e., they are 
using the same viscosity in front of both terms in both papers. 
In fact, Nield (1995) starts out his discussion about the works 
of Vafai and Huang (1994) and Huang and Vafai (1994) by 
saying, "In each of these papers the authors have modeled 
flow in a porous medium by a Brinkman-Forchheimer-extended 
Darcy equation (Eq. (5) of the first paper, Eq. (2) of the sec­
ond) in which the coefficient of the Darcy term v/K is the same 
as the coefficient of the Brinkman term V2u, and each is denoted 
by fc'eff." Therefore, the primary subject of the discussion and 
the closure (Vafai and Kim, 1995b) is centered around the fact 
that our coefficient for the Darcy term v/K is the same as our 
coefficient for the Brinkman term VV We use different symbols 
for the fluid viscosity and the effective viscosity so as to make 
it clear that they are usually different (also to avoid another 
discussion on the same point), but then we make it clear that 
due to lack of definitive data we always use the same value of 
viscosity for both when dealing with porous-fluid interfaces. 

These points were reiterated in our response in Vafai and Kim 
(1995b) which is reproduced here: ' 'In general the coefficient of 
the Darcy term v/K is \is, and the coefficient of the Brinkman 
term, V2v, is //eff, as shown in Eq. (5) of Vafai and Kim (1990). 
We are well aware that there are some situations where it is 
important to make a distinction as shown and discussed (for 
example, Vafai and Kim, 1990; Ettefagh, Vafai, and Kim, 1991; 
Huang and Vafai, 1994). But Lundgren (1972) and Neal and 
Nader (1974) have shown that setting the effective viscosity of 
the fluid-saturated porous medium equal to the fluid viscosity 
provides good agreement with experimental data. Hence, lack­
ing definitive information on /j,ef!, it has become a common 
practice to set the effective viscosity equal to the fluid viscos­
ity." This effective viscosity as explained by Vafai and Kim 
(1995a, 1995b) is taken to be the fluid viscosity. This has 
always been our de facto approach for problems dealing with 
the porous-fluid interface. 

In addition, it would be instructive if our interactive joint 
discussion in Nield et al. (1996) is read more carefully. In 
this discussion, once again, Nield states that, "The effective 
viscosity . . . may differ substantially from the fluid viscosity,'' 
and also that, "Vafai and Kim's argument on the normal stress 
condition collapses because they . . . have confused tangential 
and normal coordinates." In the same interactive discussion we 
once again have responded to these statements by stating, "The 
reason we always set the effective viscosity equal to the fluid 
viscosity is, as we had mentioned at various times, due to the 
lack of rigorous data and that it provides good agreement with 
past experimental data (Lundgren, 1972; Neale and Nader, 
1974)," and, "With respect to the porous/fluid interface, the 
arguments stand. The confusion appears to be Nield's as we 
have not "confused tangential and normal coordinates." In Va­
fai and Kim (1995) and our other porous/fluid interface works, 
always a two-dimensional, incompressible, and isotropic porous 
medium, in which the effective and the fluid viscosities are 
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equal, is considered. The equations are correct as they are for 
the cited conditions. We cannot emphasize this point any 
stronger. Once again, it would be good if our previous discus­
sions are read more carefully. 

With respect to, "There is one further feature of the Vafai 
and Huang (1994) paper which requires comment . . . ," we 
are thankful for Professor Nield for clarifying the positions that 
we have always invariably held. However, it is ironic that he 
is now basing his discussion on a term that he has been stating 
all along should not even be there. This is a term that we have 
clearly shown to be negligible "for most practical situations", 
Vafai and Tien, (1981), and various other works have also 
shown it to be negligible except for rare cases discussed in 
Vafai and Tien (1981). In the work presented in Vafai and 
Huang (1994), once again we have found that the convective 
term has essentially no effect on the results. We had found early 
that it makes no difference in our runs whether the epsilon-
related coefficient in front of the convective term is present or 
not. This is because this term itself has no impact on the results. 
Therefore, in lieu of the fact that it has literally no impact, we 
had decided to just leave it out. This has no effect on any of 
the results. It is good, however, to see that Nield is moving 
ever more closely to the position that we have invariably held 
from the very beginning of proposing the generalized formula­
tion. With respect to the thermal conductivity, we are thankful 
to Professor Nield for raising the question. However, it should 
be noted that the porosity in Eq. (6) of Vafai and Huang (1994) 
is embedded in the effective thermal conductivity. It should be 
noted that the effective thermal conductivity is already a func­
tion of the porosity. Therefore, the effective thermal conductiv­
ity is just presented in a different form. In essence, this is 
like representing fx(x)lx by / 2 (x ) . Conceptually, there is no 
difference between the two formulations. We are also thankful 
for Professor Nield's attention to this paper which is quite rich 
in physical and phenomenological descriptions that set a very 
innovative approach for heat transfer regulation and modifica­
tion. 

With respect to the comments on the vorticity-stream function 
formulation, here, once again, it appears that there is misunder­
standing of the numerical procedure for handling a porous/fluid 
composite layer. As pointed out in Vafai and Kim (1990), one 
can use separate calculation schemes for the porous and fluid 
regions which would require an involved iterative procedure 
for matching the interface conditions. A more efficient approach 
is to combine the two sets of governing equations for the fluid 
region and the porous region into one set of conservation equa­
tions. In other words, the porous substrate and the fluid region 
can be modeled as a single domain governed by one set of 
equations, the solution of which satisfies the continuity of the 
velocities, stresses, temperature, and the heat fluxes across the 
porous/fluid interface. Hence, the inclusion of derivatives of 
the Darcy number and inertial coefficient in Eq. (17) of the 
first paper plays a role only across the interface. The same 
approach has been used by other investigators. It is good to 
hear about Professor Lage's personal feelings about this ap­
proach and we are thankful for his extra attention to our works. 
However, it should be noted that the one domain approach used 
by us is based on physical principles and it is not at all dependent 
on how our code is structured, as long as it is written correctly. 

As for our statements regarding Chen and Chen's failure to 
set these coefficients equal, our statements and position stand 
as they are. Unfortunately, the statements by Professor Nield 
regarding the work of Brinkman (1947) stem from a confusion 
of the very issue that he is trying to discuss. Therefore, to clarify 
this issue once again we will briefly go through the explanation 
of the factors that must be considered and the clarifications 
regarding the effective viscosity and the fluid viscosity coeffi­
cients. For these coefficients to be equal, the coefficient for the 
Darcy term vIK and the coefficient for the Brinkman term V2u 
need to be set equal. This means that the effective viscosity, 

which refers to the coefficient in front of the Laplacian of the 
velocity of the fluid-saturated porous medium, should be equal 
to the fluid-viscosity. This point is directly and exactly consis­
tent with the original formulation by Brinkman (1947) as dis­
played in his Eq. (5) , Neale and Nader (1974) as displayed in 
their Eq. (1.7), as well as various other investigators. This is 
precisely what Vafai and Huang (1994) and Huang and Vafai 
(1994) have done. This is not a matter of style. 

Finally, it is quite interesting to read after all these discussions 
that Nield is stating, "For the case of media of small or moder­
ate permeability, it probably does not matter much, from a 
purely empirical as distinct from a scientific viewpoint, whether 
or not one takes the effective viscosity to be equal to the fluid 
viscosity, or that divided by the porosity, in the differential 
equation or the boundary conditions.'' We cannot help but think 
why we had to spend so much time on this issue. 

In summary, we would like to thank Professor Nield for an 
extension of an extension of this discussion. However, we have 
already discussed these issues at length and with clarity with 
respect to several inapplicable points. As such, we believe any 
further discussion on what has already been presented at length 
would not serve any technical need. 

Additional Reference 
Nield, D. A., Vafai, K., and Kim, S. J., 1996, "Closure Statements on the 

Brinkman-Forchheimer Extended Darcy Model," International Journal of Heat 
and Fluid Flow, Vol. 17, pp. 34-35. 

Discussion of a Discussion by K. Vafai and 
S. J. Kim1 

D. A. Nield2 and J. L. Lage.3 In their discussion of a 
recent paper, Vafai and Kim (1995, p. 1097) stated that they 
had shown that, "the solution of Vafai and Kim (1989) . . . 
is valid for Da < 1, which covers the entire range of all porous 
media." In making this statement they have overlooked the fact 
that there is a class of materials of practical importance which 
are appropriately modeled by the Brinkman-Forchhiemer equa­
tion and for which the Darcy number can exceed unity. For 
example, Weinert and Lage (1994) reported permeabilities of 
compressed aluminum-alloy foams as high as 8 X 10 ~6 m2, 
and for a 1.0 mm thick layer of such material the Darcy number 
is equal to about eight. Materials in this class have a connected 
solid matrix and a connected void space. 

For this type of porous medium that we propose be called 
a "hyperporous medium," the Brinkman term has order of 
magnitude comparable with that of the Darcy term throughout 
the medium (rather than just in boundary layers near solid 
walls). The "permeability" K which appears in the Darcy term 
of the general momentum equation is no longer determined, in 
a Darcy type experiment, as simply the fluid viscosity times the 
mean Darcy velocity divided by the pressure gradient. Rather, 
one has to allow for the contribution of the Brinkman term to 
the pressure gradient. As the porosity becomes closer to unity, 
the Brinkman term dominates over the Darcy term, and the 
value of K (and hence the Darcy number) can increase without 
limit (other than that imposed by the strength of the solid mate­
rial from which the matrix is constructed). 

1 Published in the November 1995 issue of the ASME JOURNAL OF HEAT 
TRANSFER, Vol. 117, pp. 1097-1098. 
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equal, is considered. The equations are correct as they are for 
the cited conditions. We cannot emphasize this point any 
stronger. Once again, it would be good if our previous discus­
sions are read more carefully. 

With respect to, "There is one further feature of the Vafai 
and Huang (1994) paper which requires comment . . . ," we 
are thankful for Professor Nield for clarifying the positions that 
we have always invariably held. However, it is ironic that he 
is now basing his discussion on a term that he has been stating 
all along should not even be there. This is a term that we have 
clearly shown to be negligible "for most practical situations", 
Vafai and Tien, (1981), and various other works have also 
shown it to be negligible except for rare cases discussed in 
Vafai and Tien (1981). In the work presented in Vafai and 
Huang (1994), once again we have found that the convective 
term has essentially no effect on the results. We had found early 
that it makes no difference in our runs whether the epsilon-
related coefficient in front of the convective term is present or 
not. This is because this term itself has no impact on the results. 
Therefore, in lieu of the fact that it has literally no impact, we 
had decided to just leave it out. This has no effect on any of 
the results. It is good, however, to see that Nield is moving 
ever more closely to the position that we have invariably held 
from the very beginning of proposing the generalized formula­
tion. With respect to the thermal conductivity, we are thankful 
to Professor Nield for raising the question. However, it should 
be noted that the porosity in Eq. (6) of Vafai and Huang (1994) 
is embedded in the effective thermal conductivity. It should be 
noted that the effective thermal conductivity is already a func­
tion of the porosity. Therefore, the effective thermal conductiv­
ity is just presented in a different form. In essence, this is 
like representing fx(x)lx by / 2 (x ) . Conceptually, there is no 
difference between the two formulations. We are also thankful 
for Professor Nield's attention to this paper which is quite rich 
in physical and phenomenological descriptions that set a very 
innovative approach for heat transfer regulation and modifica­
tion. 

With respect to the comments on the vorticity-stream function 
formulation, here, once again, it appears that there is misunder­
standing of the numerical procedure for handling a porous/fluid 
composite layer. As pointed out in Vafai and Kim (1990), one 
can use separate calculation schemes for the porous and fluid 
regions which would require an involved iterative procedure 
for matching the interface conditions. A more efficient approach 
is to combine the two sets of governing equations for the fluid 
region and the porous region into one set of conservation equa­
tions. In other words, the porous substrate and the fluid region 
can be modeled as a single domain governed by one set of 
equations, the solution of which satisfies the continuity of the 
velocities, stresses, temperature, and the heat fluxes across the 
porous/fluid interface. Hence, the inclusion of derivatives of 
the Darcy number and inertial coefficient in Eq. (17) of the 
first paper plays a role only across the interface. The same 
approach has been used by other investigators. It is good to 
hear about Professor Lage's personal feelings about this ap­
proach and we are thankful for his extra attention to our works. 
However, it should be noted that the one domain approach used 
by us is based on physical principles and it is not at all dependent 
on how our code is structured, as long as it is written correctly. 

As for our statements regarding Chen and Chen's failure to 
set these coefficients equal, our statements and position stand 
as they are. Unfortunately, the statements by Professor Nield 
regarding the work of Brinkman (1947) stem from a confusion 
of the very issue that he is trying to discuss. Therefore, to clarify 
this issue once again we will briefly go through the explanation 
of the factors that must be considered and the clarifications 
regarding the effective viscosity and the fluid viscosity coeffi­
cients. For these coefficients to be equal, the coefficient for the 
Darcy term vIK and the coefficient for the Brinkman term V2u 
need to be set equal. This means that the effective viscosity, 

which refers to the coefficient in front of the Laplacian of the 
velocity of the fluid-saturated porous medium, should be equal 
to the fluid-viscosity. This point is directly and exactly consis­
tent with the original formulation by Brinkman (1947) as dis­
played in his Eq. (5) , Neale and Nader (1974) as displayed in 
their Eq. (1.7), as well as various other investigators. This is 
precisely what Vafai and Huang (1994) and Huang and Vafai 
(1994) have done. This is not a matter of style. 

Finally, it is quite interesting to read after all these discussions 
that Nield is stating, "For the case of media of small or moder­
ate permeability, it probably does not matter much, from a 
purely empirical as distinct from a scientific viewpoint, whether 
or not one takes the effective viscosity to be equal to the fluid 
viscosity, or that divided by the porosity, in the differential 
equation or the boundary conditions.'' We cannot help but think 
why we had to spend so much time on this issue. 

In summary, we would like to thank Professor Nield for an 
extension of an extension of this discussion. However, we have 
already discussed these issues at length and with clarity with 
respect to several inapplicable points. As such, we believe any 
further discussion on what has already been presented at length 
would not serve any technical need. 

Additional Reference 
Nield, D. A., Vafai, K., and Kim, S. J., 1996, "Closure Statements on the 

Brinkman-Forchheimer Extended Darcy Model," International Journal of Heat 
and Fluid Flow, Vol. 17, pp. 34-35. 

Discussion of a Discussion by K. Vafai and 
S. J. Kim1 

D. A. Nield2 and J. L. Lage.3 In their discussion of a 
recent paper, Vafai and Kim (1995, p. 1097) stated that they 
had shown that, "the solution of Vafai and Kim (1989) . . . 
is valid for Da < 1, which covers the entire range of all porous 
media." In making this statement they have overlooked the fact 
that there is a class of materials of practical importance which 
are appropriately modeled by the Brinkman-Forchhiemer equa­
tion and for which the Darcy number can exceed unity. For 
example, Weinert and Lage (1994) reported permeabilities of 
compressed aluminum-alloy foams as high as 8 X 10 ~6 m2, 
and for a 1.0 mm thick layer of such material the Darcy number 
is equal to about eight. Materials in this class have a connected 
solid matrix and a connected void space. 

For this type of porous medium that we propose be called 
a "hyperporous medium," the Brinkman term has order of 
magnitude comparable with that of the Darcy term throughout 
the medium (rather than just in boundary layers near solid 
walls). The "permeability" K which appears in the Darcy term 
of the general momentum equation is no longer determined, in 
a Darcy type experiment, as simply the fluid viscosity times the 
mean Darcy velocity divided by the pressure gradient. Rather, 
one has to allow for the contribution of the Brinkman term to 
the pressure gradient. As the porosity becomes closer to unity, 
the Brinkman term dominates over the Darcy term, and the 
value of K (and hence the Darcy number) can increase without 
limit (other than that imposed by the strength of the solid mate­
rial from which the matrix is constructed). 

1 Published in the November 1995 issue of the ASME JOURNAL OF HEAT 
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We suggest that in future work concerned with hyperporous 
media, one should distinguish between: (i) KD, the usual 
"Darcy permeability" obtained experimentally using Darcy's 
law only; and (ii) Kh, the "hyperporous permeability," i.e., the 
parameter that appears in the momentum equation and repre­
sents a coefficient for viscous drag caused by the solid matrix 
only. 

Vafai and Kim (1995) have also overlooked the fact that 
their Fig. 2, which presents plots of Nusselt number and center-
line velocity versus Darcy number Da, for an unstated value of 
their inertia parameter A,, shows a small but significant system­
atic discrepancy between their new numerical results and the 
results of Vafai and Kim (1989) as soon as Da is greater than 
about 0.01. Furthermore, the velocity profile displayed in their 
Fig. 1 reveals that for A( = 10 and Da = 1 there is a significant 
discrepancy between the two sets of results. If they had per­
formed calculations for smaller values of A; they would have 
found a larger discrepancy. Although Vafai and Kim (1995) 
describe the solution of Vafai and Kim (1989) as an "exact 
solution," it in fact involves a boundary-layer approximation, 
and they have now merely shown that their approximate solution 
is accurate in those cases in which boundary layers occur (which 
is true for most, but not all, practical situations). 

We note that Vafai and Kim (1995) have corrected a ' 'typo'' 
in Eq. (9) of their 1989 paper and that this conforms with the 
correct solution of the differential equation for the case A, = 
0, a solution originally obtained (essentially) by Kaviany 
(1985) and presented in rearranged form by Lauriat and Vafai 
(1991). However, Eq. (8) of Vafai and Kim (1989) actually 
leads to the asymptotic expression 

« = 1 - exp[Da-"2(y - 1)]. (1) 
This result has been supplied to us by Professor Vafai 

(1996),andwehave confirmed its correctnes s. The discrepancy 
in the predicted centerline velocity is thus of magnitude 
exp( -Da~" 2 ) , and this becomes significant as soon as Da is 
of order unity. For example, when A, = 0.1, values of the 
discrepancy are 11 percent for Da = 0.2 and 37 percent for Da 
= 1. 

In order to deal with a hyperporous medium an analytical 
solution of the momentum equation of Vafai and Kim (1989) 
valid for all values of Da is essential. Such a solution, including 
the effect of the Forchheimer term, has been reported by Nield, 
Junqueira, and Lage (1996). When the Forchhheimer term is 
negligible, the simple formula given by Kaviany (1985) is ap­
propriate. 
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Closure4 

K. Vafais and S. J. Kim6. We appreciate the comments 
by Nield and Lage on our discussion with Hadim (Vafai and 
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Kim, 1995). We are thankful to the attention they have given 
to our original work (Vafai and Kim, 1989). Nield et al. (1996) 
have come up with a different perspective of the exact solution 
given by Vafai and Kim (1989). They have obtained an interest­
ing mathematical representation of a numerical integration pro­
cedure which is a useful counterpart to the full numerical solu­
tion of the momentum equation. 

The interesting porous medium (a layer which is one mm 
thick as cited by the authors) which resides in Professor Lage's 
laboratory, while being novel and obviously quite useful, is 
similar to a thin screen. Furthermore, the types of porous media 
Nield and Lage are considering do not satisfy the basic charac­
teristics of what constitutes a porous medium. For example, 
their porous medium does not have a persistent solid phase, nor 
does it satisfy the Representative Elementary Volume (REV) 
requirement mentioned in various places, including Nield and 
Bejan (1992). In reality, what the authors should mention is that 
they like to extend the use of the porous medium formulation for 
situations other than those represented by a real porous medium. 
In fact, an approach using the porous medium formulation for 
situations in which there is, in essence, no real porous media 
has been used by our group in the past. We prefer to refer to 
all these cases as "pseudo porous medium." This, in our opin­
ion, is a more accurate and representative term as it covers an 
entire class of materials which are not really porous media but 
for which the porous medium formulation is utilized to represent 
the transport processes. Therefore, we support the authors to 
follow up on the utilization of the porous medium formulation 
for the "pseudo porous medium" as we and a few other re­
searchers have done in the past. 

Vafai and Kim's (1989) solution is based on the free stream 
velocity, w„, which is equal to the center line velocity after the 
flow is fully developed, as long as the two boundary layers 
along the walls (top and bottom) don't interact with each other. 
This is because: (1) the thickness of the momentum boundary 
layer does not grow as the streamwise coordinate increases; and 
(2) the thickness of the momentum boundary layer is of the 
order of \KI6IH or Da1 '2. These two facts were shown by 
Vafai and Tien (1981) and later further substantiated by various 
other researchers (e.g., Kaviany, 1985) and were well addressed 
in Vafai and Kim (1989). The main difference between the 
interesting numerical solution presented by Nield et al. (1996) 
and the exact closed form solution presented by Vafai and Kim 
(1989) is in the use of the second derivative of the velocity 
with respect to y. Vafai and Kim (1989) assumed that outside 
the momentum boundary layer, in the core region, 

The validity of this assumption, which can be shown by 
scaling analysis, was also rigorously proven and established by 
comparing the exact solution from Vafai and Kim (1989) with 
the "Full Numerical Solution" of the momentum Eq. (4) and 
boundary conditions (5a) and (5b) (using no slip boundary 
conditions on both walls of the channel) of Vafai and Kim 
(1989). As established by Hadim, the exact solution obtained 
by Vafai and Kim (1989) precisely matches (the curves corre­
sponding to the numerical solution and the exact solution are 
inseparable for a vast range of parameters which covers, to the 
best of our knowledge, the entire range of known bona fide 
porous media) the numerical solution of the momentum equa­
tion given by Eq. (4) and boundary conditions (5a) and (5b) 
of Vafai and Kim (1989). The exact solution starts deviating 
from the numerical solution for Da > 1. 

Nield et al. (1996) used Romberg's numerical integration to 
solve the integrals in their Eqs. (10) and (11). This is an 
interesting counterpart to the full numerical solution of the mo­
mentum equation which is an ODE. Even though they have 
presented a different numerical procedure, their solution cannot 
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We suggest that in future work concerned with hyperporous 
media, one should distinguish between: (i) KD, the usual 
"Darcy permeability" obtained experimentally using Darcy's 
law only; and (ii) Kh, the "hyperporous permeability," i.e., the 
parameter that appears in the momentum equation and repre­
sents a coefficient for viscous drag caused by the solid matrix 
only. 

Vafai and Kim (1995) have also overlooked the fact that 
their Fig. 2, which presents plots of Nusselt number and center-
line velocity versus Darcy number Da, for an unstated value of 
their inertia parameter A,, shows a small but significant system­
atic discrepancy between their new numerical results and the 
results of Vafai and Kim (1989) as soon as Da is greater than 
about 0.01. Furthermore, the velocity profile displayed in their 
Fig. 1 reveals that for A( = 10 and Da = 1 there is a significant 
discrepancy between the two sets of results. If they had per­
formed calculations for smaller values of A; they would have 
found a larger discrepancy. Although Vafai and Kim (1995) 
describe the solution of Vafai and Kim (1989) as an "exact 
solution," it in fact involves a boundary-layer approximation, 
and they have now merely shown that their approximate solution 
is accurate in those cases in which boundary layers occur (which 
is true for most, but not all, practical situations). 

We note that Vafai and Kim (1995) have corrected a ' 'typo'' 
in Eq. (9) of their 1989 paper and that this conforms with the 
correct solution of the differential equation for the case A, = 
0, a solution originally obtained (essentially) by Kaviany 
(1985) and presented in rearranged form by Lauriat and Vafai 
(1991). However, Eq. (8) of Vafai and Kim (1989) actually 
leads to the asymptotic expression 

« = 1 - exp[Da-"2(y - 1)]. (1) 
This result has been supplied to us by Professor Vafai 

(1996),andwehave confirmed its correctnes s. The discrepancy 
in the predicted centerline velocity is thus of magnitude 
exp( -Da~" 2 ) , and this becomes significant as soon as Da is 
of order unity. For example, when A, = 0.1, values of the 
discrepancy are 11 percent for Da = 0.2 and 37 percent for Da 
= 1. 

In order to deal with a hyperporous medium an analytical 
solution of the momentum equation of Vafai and Kim (1989) 
valid for all values of Da is essential. Such a solution, including 
the effect of the Forchheimer term, has been reported by Nield, 
Junqueira, and Lage (1996). When the Forchhheimer term is 
negligible, the simple formula given by Kaviany (1985) is ap­
propriate. 
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Closure4 

K. Vafais and S. J. Kim6. We appreciate the comments 
by Nield and Lage on our discussion with Hadim (Vafai and 
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5 Department of Mechanical Engineering, The Ohio State University, Colum­

bus, Ohio 43210. 
6 Storage Systems Division, IBM Corporation, Tucson, AZ 85744. 

Kim, 1995). We are thankful to the attention they have given 
to our original work (Vafai and Kim, 1989). Nield et al. (1996) 
have come up with a different perspective of the exact solution 
given by Vafai and Kim (1989). They have obtained an interest­
ing mathematical representation of a numerical integration pro­
cedure which is a useful counterpart to the full numerical solu­
tion of the momentum equation. 

The interesting porous medium (a layer which is one mm 
thick as cited by the authors) which resides in Professor Lage's 
laboratory, while being novel and obviously quite useful, is 
similar to a thin screen. Furthermore, the types of porous media 
Nield and Lage are considering do not satisfy the basic charac­
teristics of what constitutes a porous medium. For example, 
their porous medium does not have a persistent solid phase, nor 
does it satisfy the Representative Elementary Volume (REV) 
requirement mentioned in various places, including Nield and 
Bejan (1992). In reality, what the authors should mention is that 
they like to extend the use of the porous medium formulation for 
situations other than those represented by a real porous medium. 
In fact, an approach using the porous medium formulation for 
situations in which there is, in essence, no real porous media 
has been used by our group in the past. We prefer to refer to 
all these cases as "pseudo porous medium." This, in our opin­
ion, is a more accurate and representative term as it covers an 
entire class of materials which are not really porous media but 
for which the porous medium formulation is utilized to represent 
the transport processes. Therefore, we support the authors to 
follow up on the utilization of the porous medium formulation 
for the "pseudo porous medium" as we and a few other re­
searchers have done in the past. 

Vafai and Kim's (1989) solution is based on the free stream 
velocity, w„, which is equal to the center line velocity after the 
flow is fully developed, as long as the two boundary layers 
along the walls (top and bottom) don't interact with each other. 
This is because: (1) the thickness of the momentum boundary 
layer does not grow as the streamwise coordinate increases; and 
(2) the thickness of the momentum boundary layer is of the 
order of \KI6IH or Da1 '2. These two facts were shown by 
Vafai and Tien (1981) and later further substantiated by various 
other researchers (e.g., Kaviany, 1985) and were well addressed 
in Vafai and Kim (1989). The main difference between the 
interesting numerical solution presented by Nield et al. (1996) 
and the exact closed form solution presented by Vafai and Kim 
(1989) is in the use of the second derivative of the velocity 
with respect to y. Vafai and Kim (1989) assumed that outside 
the momentum boundary layer, in the core region, 

The validity of this assumption, which can be shown by 
scaling analysis, was also rigorously proven and established by 
comparing the exact solution from Vafai and Kim (1989) with 
the "Full Numerical Solution" of the momentum Eq. (4) and 
boundary conditions (5a) and (5b) (using no slip boundary 
conditions on both walls of the channel) of Vafai and Kim 
(1989). As established by Hadim, the exact solution obtained 
by Vafai and Kim (1989) precisely matches (the curves corre­
sponding to the numerical solution and the exact solution are 
inseparable for a vast range of parameters which covers, to the 
best of our knowledge, the entire range of known bona fide 
porous media) the numerical solution of the momentum equa­
tion given by Eq. (4) and boundary conditions (5a) and (5b) 
of Vafai and Kim (1989). The exact solution starts deviating 
from the numerical solution for Da > 1. 

Nield et al. (1996) used Romberg's numerical integration to 
solve the integrals in their Eqs. (10) and (11). This is an 
interesting counterpart to the full numerical solution of the mo­
mentum equation which is an ODE. Even though they have 
presented a different numerical procedure, their solution cannot 
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Fig. 2 Comparison of results with Vafai and Kim (1989) *Hadim, A, 1995, 
"Closure of 'Forced Convection in a Porous Channel with Localized 
Sources'," ASME Journal of Heat Transfer, Vol. 117, p. 1098. 

be easily used for benchmarking the numerical solutions. How­
ever, as always, a full numerical solution can be compared with 
the numerical solution obtained by their Romberg's integration 
method and this can be a useful addition. 

Vafai and Kim (1989) use duldy = 0 when u = 1 (instead 
of v = 0) to satisfy duldy = 0 as well as d2u/dy2 = 0 aty = 
0. This strategy, which is based on the physics of the problem, 
as explained in Vafai and Kim (1989), is exact for known 
porous media. Essentially, this is exact for all practical porous 
media that we know of other than the interesting and unique 
set residing in Professor Lage's laboratory. It is important to 
note that Nield et al. (1996) satisfy the boundary condition dul 
dy = 0, when y = 0, implicitly, as was done (i.e., implicitly) 
in Vafai and Kim (1989). It should also be noted that the left 
hand side of their Eq. (8) is zero when u = b2. It can then be 
seen that their numerical solution does not explicitly satisfy the 
boundary condition duldy = 0 when y = 0, either. Their solu­
tion satisfies the boundary condition duldy = 0 when y = 0, 
implicitly, which is the same way (i.e., implicitly) that Vafai 
and Kim (1989) arrived at their solution. 

Another point that needs to be noted in Nield et al.'s (1996) 
work is with respect to recovering a previously obtained analyti­
cal solution from their numerical approach for the case F = 0. 
This recovery does not occur as their solution does not approach 
the known analytical solution as F = 0. They had solved the 
equation analytically for this new case. They did not use Eq. 
(11) to asymptotically get Eq. (21). When F = 0 their Eq. 
(11) takes the following form: 

1 

{MDa -r dt 

At - (2Da - b2)Mt - b2) 

which can be integrated to give 

u = Da - A cos/i(\y). 

In our opinion, their Eq. (11) is not the final closed form solu­

tion but a mathematical representation of a numerical integra­
tion to solve an ordinary differential equation. In essence, this 
is equivalent to presenting 

f — = f 
J fit) J 

dy 

as a solution to 

du 

Ty = /(«) 

which is a good representation for a numerical solution of the 
problem but in our opinion does not constitute an analytical 
solution. 

Comparisons between the full numerical solution based on 
the momentum equation given by Eq. (4) and boundary condi­
tions (5a) and (5b) of Vafai and Kim (1989) and the exact 
solution given in the same paper were shown in Figs. 1 and 2 
of Vafai and Kim (1995). The exact solution starts deviating 
from the numerical solution for Da ~ 1. For a reasonably sized 
porous medium this translates to a permeability, K, of about 
10 "4 or 10 ~3 m2 at most, and probably smaller. It should be 
noted that real porous media have permeabilities of at least 10 ^5 

m2 and smaller. Even for the extreme nonrealistic case of K ~ 
10 "2 m2 and A, = 30, the agreement is still within 0.7 percent. 
It should also be noted that Fig. 2 of the discussion given in 
Vafai and Kim (1995) was not presented by us (as Nield and 
Lage have incorrectly attributed to us) but rather it was pro­
duced independently using a full numerical solution by Profes­
sor Hadim. That figure, indeed, does show an excellent agree­
ment up to Da = 1. For the benefit of the readers, Fig. 2 of 
that discussion, which was obtained by Professor Hadim, is 
reproduced here. We believe that the readers can easily see the 
differences between the numerical results of Hadim and the 
exact solution of Vafai and Kim (1989) in that uncomplicated 
figure and that there is no need for a guided tour. Furthermore, 
the cited numbers by Nield and Lage do not correspond to a 
real porous medium and as such do not relate to our exact 
solution which was for real porous media. However, we agree 
that the novel and interesting porous medium (a thin screen 
which is one mm thick) which resides in Professor Lage's 
laboratory falls under a different category which we refer to 
as a pseudo porous medium. Even though we appreciate the 
opportunity for the additional discussion on this subject with 
the authors, we believe any further discussion on what had 
already been presented at length would not serve any technical 
need. 
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Editorial Correction. The authors of the closure that ap­
peared in the ASME JOURNAL OF HEAT TRANSFER, Vol. 118, 
pp. 267-268 were K. Vafai and S. J. Kim. Our apologies for 
this inadvertent omission. 
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tion satisfies the boundary condition duldy = 0 when y = 0, 
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Another point that needs to be noted in Nield et al.'s (1996) 
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cal solution from their numerical approach for the case F = 0. 
This recovery does not occur as their solution does not approach 
the known analytical solution as F = 0. They had solved the 
equation analytically for this new case. They did not use Eq. 
(11) to asymptotically get Eq. (21). When F = 0 their Eq. 
(11) takes the following form: 
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which is one mm thick) which resides in Professor Lage's 
laboratory falls under a different category which we refer to 
as a pseudo porous medium. Even though we appreciate the 
opportunity for the additional discussion on this subject with 
the authors, we believe any further discussion on what had 
already been presented at length would not serve any technical 
need. 

Reference 
Nield, D. A., and Bejan, A., 1992, Convection in Porous Media, Springer-

Verlag. 

Editorial Correction. The authors of the closure that ap­
peared in the ASME JOURNAL OF HEAT TRANSFER, Vol. 118, 
pp. 267-268 were K. Vafai and S. J. Kim. Our apologies for 
this inadvertent omission. 

Journal of Heat Transfer FEBRUARY 1997, Vol. 1 1 9 / 1 9 7 

Copyright © 1997 by ASME
Downloaded 11 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


